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Issues of Quality and Multiplexing when
Smoothing Rate Adaptive Video

N.G. Duffield K. K. Ramakrishnan Amy R. Reibman

Abstract— We have proposed a smoothing and rate adaptation
algorithm–SAVE (Smoothed Adaptive Video over Explicit rate networks)–
for transport of compressed video over rate-controlled networks. SAVE
attempts to preserve quality as much as possible, and exercises control over
the source rate only when essential to prevent unacceptabledelay. In order
to understand the impact on quality of rate adaptation, we have evolved
the quality metrics typically used to evaluate the efficacy of mechanisms to
transport video. In this paper, we investigate the dynamic nature of rate re-
duction: any prolonged impairment is likely to be noticeable. We study the
sensitivity of SAVE to its parameters and network characteristics. Finally,
the utility of the proposed scheme is measured by its abilityto multiplex a
large number of streams effectively. Our evaluations are based on exper-
iments with 20 traces of entertainment videos using different compression
algorithms.
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I. I NTRODUCTION

The desired quality of compressed video to be delivered to
the receiver varies widely, depending on the application, the po-
tential cost to the user, and the network infrastructure that is
available for transporting the video. We have been studying
the transport of adaptive compressed video over ATM (Asyn-
chronous Transfer Mode) networks using the ABR (Available
Bit Rate) service [2] and [7]. In [2] we proposed an on-line
source smoothing algorithm, called SAVE (Smoothed Adaptive
Video over Explicit rate networks), that enables us to obtain bet-
ter multiplexing gain without degrading the quality of the deliv-
ered video stream significantly. SAVE exploits the source buffer
to reduce the burstiness of the video over short time scales,and
uses the inherent negotiation of the rate based feedback control
schemes to manage burstiness over the intermediate time scales.
Only when the delay contributed by buffering at the source ex-
ceeds a reasonable bound is the quantization value increased.

We believe that using feedback based mechanisms for mod-
ifying the quantization parameter infrequently to accommodate
both the fluctuations in the load (due to burstiness in the video)
as well as the rate allocated by the network (possibly due to
congestion) is better than carrying the video using other pos-
sible QoS classes that do not use feedback. For example, in
unrestricted (or open-loop) VBR (Variable Bit Rate) transport,
when buffering in the network is unable to overcome burstiness
in the aggregate offered load, frames are lost. For a given trans-
mitted rate, better video quality can be obtained by having the
encoder produce coarser quality video by adjusting its quantizer,
rather than having the network discard packets arbitrarily. In [6]
this was demonstrated in the context of rate-adaptation by the
encoder.
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In this paper, we build on the work described in [2]. We
explore more closely the quality achieved using SAVE. In par-
ticular, we study the sensitivity of video quality to the various
parameters of SAVE and study the impact of network congestion
and feedback delay. Another important issue we address hereis
the gain from having several sources multiplexed together.The
multiplexing gain is achieved by overlapping the “peaks” and
the “valleys” of the different sources of video on a link at a given
time. The resulting aggregate flow tends to be less bursty than
the individual flows. The larger the number of simultaneously
active flows, the higher the potential for multiplexing gain. We
show that there are significant multiplexing gains to be achieved
using SAVE.

Re-negotiated CBR (RCBR) [5] is a mechanism proposed to
overcome the medium-term variations in compressed video. It
uses re-negotiation of the traffic parameters of a Constant Bit
Rate connection using ATM signaling messages. Signaling is
often performed by software in the end-systems, and typically
involves (although not necessarily) considerable processing in-
cluding the invocation of Connection Admission Control func-
tions in switches. On the other hand, the explicit rate basedfeed-
back mechanisms use RM (Resource Management) cells that are
generated in hardware in the ATM adapter (network interface)
and almost all the negotiation is performed in hardware bothin
the end-systems and in the switches, without requiring any CAC
(Connection Admission Control) functions. Thus, the negotia-
tion is likely to be more efficient. RCBR could use a source rate
adaptation mechanism as we have proposed here with SAVE.
However, in the work reported so far with RCBR, the use of
such an adaptation has not been studied, and instead the primary
emphasis has been to examine the probability of re-negotiation
failure. We feel that it is better, even with a scheme like RCBR,
that re-negotiation failures are handled gracefully by adapting
the quantization parameter of the encoder. Moreover, we are
able to address in detail the issue of buffer delay management
in the face of delayed network responses to requests from the
source for increased bandwidth.

There has been considerable work examining the effective-
ness of smoothing of stored video; see e.g. [8], [9], [10], [11],
[14]. These require advance knowledge of at least a part of the
future sequence of frame sizes. This results in a corresponding
playback delay of a few seconds. On the other hand, our ap-
proach to smoothing is to make it suitable for a wide range of
video applications including interactive ones. Because ofthis
desire to transport interactive, high quality video, we attempt to
meet tight delay and quality constraints.

The paper is organized as follows. In Section II we briefly
describe the SAVE algorithm. In Section III we explain the
various metrics we use to evaluate the quality of the delivered
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Fig. 1. Framework for Rate Adaptive Video in an Explicit RateEnvironment

video. Section IV explains the simulation methodology: the
video traces, and frame-level simulations, and network simu-
lations at the cell-level granularity. In Section V we show how
delay targets are met in the network simulation. In Section VI
we determine the robustness of quality with respect to network
contention, and in so doing establish the degree of multiplexing
gain available. In Section VII we examine the effect of tunable
parameters within SAVE on the quality. We then conclude.

II. D ESCRIPTION OFSAVE ALGORITHM

The operational setting for SAVE is shown in Figure 1. We
briefly describe SAVE here. More detail is provided in [2].
There are four data rates which describe the operation of SAVE.
First, uncompressed video is fed into an encoder. The IDEAL

RATE is that required by the encoder to encode the frame at
ideal perceptual lossless quality. The ENCODED RATE will be
the rate according to which the frame is actually encoded. By
appropriate modification of any typical encoder rate controller,
we can safely assume that the encoder will not exceed at given
target. The network interface is assumed to be able to make rate
requests to the network at least once per frame time. (This prop-
erty holds for the ABR service of ATM at typical data rates for
video traffic). Averaged over one frame time, this is the RE-
QUESTED RATE. Finally, the network returns the ALLOCATED

RATE to the adapter after a feedback delay. Since the network
returns a rate for the source to transmit at, with every RM cell,
the Allocated rate we refer to here is based on the average of the
rate returned by the network over a time window ofk frames
(the results reported here are withk = 1). Because the explicit
rate-control algorithm used in the network keeps the queueing
delays low, the feedback delay is primarily the propagationde-
lay. We consider networks with one-way propagation delays of
the order of 50ms to 100ms.

Our aim is to smooth the compressed video using the source
buffer while keeping source delays small enough for real-time
video: in the region of 100ms or so. Under this constraint, we
want the requested rate to be smooth and not unnecessarily large,
while at the same time we want the encoded rate to be close to
or equal to the ideal rate. This also helps the rate allocation
algorithms to stabilize [1]. When a given ideal frame-size can-
not meet the delay target given current buffer occupancy andthe
allocated rate, we encode at a lower rate so as to meet the con-
straint. We aim to request and be allocated sufficient bandwidth
such that this happens rarely. The SAVE algorithm achieves this
aim using two disjoint parts. The RATE REQUESTALGORITHM

specifies how the adapter requests bandwidth from the system.
The FRAME QUANTIZATION ALGORITHM specifies the rate at
which frames are to be encoded, to be met through adjustment
of quantization parameters in the encoder.

The Rate Request Algorithm. The requested rate is the maxi-
mum of three rates:r
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max
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The heuristic for this choice is as follows. We clearly want to
request a rate that is commensurate with at least the averagerate
of the source. By choosingw

sm

quite small we will make this
responsive to rate changes within the medium term. (But if there
is a Group of Pictures (GOP) structure of periodp present in
the encoding, we wantw

sm

� p to avoid systematic variations
in the requested rate). However, if the allocated rate were just
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, when the short term peak to mean ratio exceeds�
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(typically only 2 to 3) large frames will suffer delay beyond� .
So by allocating the maximum ofr
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andr
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, the large frames
typically find the buffer empty, and so drain within time�
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.
By takingw
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sufficiently large we aim to anticipate the large
frame typical of a scene.r

ar

is calculated by autoregression over
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wheren(i) is the frame number at whichr
max

changes for the
i

th time, andi(n) = maxfi : n(i) � ng is the value ofR
ar

at framen. Finally, we systematically over-request by a factor
� > 1: the requested rate at framen is then
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Frame Quantization Algorithm . Given a buffer occupancy
b(n) and allocated rater

all

(n) at framen, the estimated size of
a frame which will empty within the delay bound isf

avail

(n) =

�
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r

all

(n�1)�maxf0; b(n)��r

all

(n�1)g. We stipulate that
no frame can be encoded in a size less than some proportion

(between 0 and 1) of its ideal size. Framen should be encoded
to within the size

f

enc

(n) = minff(n);maxff

avail

(n� 1); f(n)gg: (6)

Choosing > 0 risks that a frame will be delayed more than� ,
the inter-frame time. However, since the network componentof
the delay is a variable quantity, it may be better to risk a frame to
be delayed slightly more (but within the maximum buffer delay
constraint�

max

) rather than encode only very coarsely.
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III. EVALUATION CRITERIA

In this section, we describe our criteria to evaluate the per-
formance of the overall system: delay, quality, and networking
performance. While the criteria for video quality are somewhat
heuristic, they are based on known characteristics of how hu-
mans subjectively rate the quality of video. [4]

Source Delay. The source buffer should not introduce delay so
large as to eat into the delay budget of the network; this would
make the network less attractive for real-time services. Weas-
sume that there is a sufficiently large playout buffer at the re-
ceiver to overcome delay jitter. Hence the primary concern for
our work is the aggregate delay introduced in the source buffer
and the network. We assume that an overall (one-way) delay
budget around 200 milliseconds to 300 milliseconds is accept-
able, and that, of this, a delay target of about 100 milliseconds
for the source buffer is reasonable for interactive applications.
We assume the source buffer is large enough to accommodate
any backlog arising due to a shortfall of the allocated rate from
the encoded rate; at the operating point such differences will
only last a short time if our delay target is reached.

While the receiver needs to have a reasonable playout buffer,
thus contributing to the end-end delay, we will see that the
mean delays in the source buffer using SAVE are typically much
smaller than the delay target. Further, one may adopt an adap-
tive jitter compensation algorithm at the receiver, to reduce the
end-end delay even more. We have limited the scope of our pa-
per to examination of the delays contributed by the source buffer
and in the network.

Quality and Adaptation . We assume that it is desirable to keep
the quality of the video transmitted by the source as close tothe
ideal perceptually lossless quality as possible. We assumesome
method exists to choose a rate at which the quality is sustain-
able at perceptually lossless levels. Our premise is that sources
are adaptive enough that even if the encoded rate falls below
the ideal rate, the video quality at the receiver will not suffer
significant perceptual impairments, provided the shortfalls are
sufficiently small, rare, and short-lived. We shall use the term
croppingto describe the reduction from the ideal rate to the en-
coded rate. In particular, cropping entails a reduction in encod-
ing detail, i.e. a coarsening of the image quality, rather than a
reduction of the size of the image seen by the viewer. Cropping
can be performed using either standard quantization changes or
transcoding. Cropping will be invoked either because of delay in
the network to respond to changes in the short-term average rate,
or because congestion forces the network to allocate less than
the requested rate. In the latter case, the network is unableto
know either the actual video quality aimed for, or the effectthe
reduction of allocated rate will have on quality; rate allocation
amongst sources is done entirely on the basis of the requested
rates. The rate allocated by the network itself may be based on
a weighted max-min fair allocation [7], where the weights are
proportional to the requested rate. This enables the network to
favor a video source that has a higher requested rate (possibly
because of a higher ideal rate) than another, even though they
share the same bottleneck.

In evaluating the operation of SAVE with a given video
source, we look at the pattern of cropping over the entire se-

quence of frames. We strive to keep the proportion of crop-
ping below 20%, exceeding this level at most for 0.1% of all the
frames. At the rates in question, this amount of reduction ofthe
encoded rate will degrade video quality as measured by the Peak
Signal to Noise Ratio (PSNR) by about 1-2 dB. We believe that
greater than this amount of degradation is generally perceivable
by moderately experienced viewers.

We also look at the dynamics of cropping. In addition to
meeting the above criteria for cropping amount and frequency
over the whole trace, we also want to avoid long sequences of
consecutively cropped frames. So we looked at the distribution
of the length of bursts of successive frames cropped above (or
below) the 20% threshold (other thresholds could also be con-
sidered.) We expect that the quality of video is perceived tobe
equivalent to the quality of the worst segment, provided this seg-
ment is long enough [4]. Thus we will be particularly interested
in the maximum burst length of cropping greater than the thresh-
old of 20%. Conversely, during periods when cropping is below
the threshold (including the case when there is no cropping)we
expect there to be little impact on perceivable quality, even for
experienced viewers, if the cropping is not very long-lived.

We aim to keep the maximum burst length of cropping not
much greater than any GOP period present in the encoding. Oth-
erwise cropping of the large frame in successive GOPs could
lead to noticeable quality reduction over timescales of up to 1
second. An example of this would be the cropping of consecu-
tive I-frames in a 12 frame GOP encoded at 24 frames per sec-
ond. Cropping of an I-frame can impair quality for subsequent
frames. In addition, the periodic nature of the impairmentswill
make them more noticeable [4]. For this reason, when there isa
GOP structure present, if two frames cropped more than 20% are
separated by less than the GOP length, then for statistical pur-
poses we treat all the intermediate frames as though they have
been cropped more than 20%.

Robustness to Network Feedback Delay. The rate allocation
mechanism of the explicit rate network is not expected to in-
stantaneously allocate a rate in response to requests. To include
the time needed for the stabilization of the rate allocationalgo-
rithms [1], we need to verify that quality measures are preserved
even for a relatively large feedback delay (considered in number
of frame times).

Even in the absence of network congestion, frame cropping
is likely to occur when the short term average demand suddenly
changes. Therefore, some frames are likely to suffer cropping
until the network allocates an increased rate.
Channel Capacity and Multiplexing Gain. We look at the
number of sources that may be multiplexed within a link of a
given capacity when our delay constraints and cropping criteria
are met. This is eventually the criterion that will guide us to
choose one algorithm over another. For statistical multiplexing
gain we want to be able to assign capacity to an aggregate of
sources at less than the peak of their aggregate requested rate.
During transient periods in which the aggregate requested rate
exceeds the capacity, the explicit rate mechanism of the network
will proportionately reduce the allocation to each source so as to
avoid congestion. We use the termrate-reductionwhen the allo-
cated rate is less than the requested rate. We determine the suffi-
ciency of such an allocation by establishing the extent to which
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such rate-reduction is compatible with the delay and quality tar-
gets described above.

Sensitivity to Algorithm Parameters. Finally, SAVE has a
number of tunable parameters, includingw

sm

andw
max

. We
shall investigate the sensitivity of the quality metrics tovaria-
tions in these parameters.

IV. SIMULATION FRAMEWORK

We study SAVE in two ways. First, we use a frame-based
trace-driven simulation. Second, we also study SAVE with a
much more elaborate and detailed cell-level network simulation.
Both are subjected to the identical workload of several frame-
level traces as described below.

A. The Experimental Traces

Here we summarize the properties of the 2 sets of traces used
in the paper (maintaining conformity with the labeling of [2]).
A. An MPEG-2 encoding of a 40680 frame portion of “The
Blues Brothers”. The encoding was performed with M=1, i.e.
with no bilinearly predicted frames (B-frames) and no periodic
structure. The frame rate was 24 frames per second.
E. 19 MPEG-1 traces, each with 40,000 frames, compiled by
Rose. They originate from cable transmissions of films and tele-
vision; see [12] for further details. The GOP is 12 frames with
an IBBPBBPBBPBB pattern. For our experiments we assumed
a uniform rate of 24 frames per second.
Many of the experimental results were carried out using 1- to38-
fold aggregations of the 19 traces from set E, each trace being
used at most twice. Experiments were repeated, using a random
offset between the traces, and aggregating the traces in a random
order.

B. Modeling Network Characteristics with Frame Level Simu-
lations

Model for Network Feedback Delay. The feedback delay for
the network to allocate requests was assumed to be fixed in the
frame level simulation as follows:

r

all

(n) =

�

r

req

(n� �) n > �

r

0

n � �

(7)

Herer
0

is an initial rate given to the source until the network
responds to the first rate request after the feedback delay of�.
We used the mean ideal rate asr

0

.

Rate-Reduction, Cropping, and Statistical Multiplexing.
Consider a channel carrying the aggregated traffic from these

sources. If the capacityC of a channel is less than the maxi-
mum aggregate requested rate, then periods of congestion will
occur from framesn (of the aggregate stream) for which the
aggregate requested rateR(n) exceeds the capacityC. The
ABR rate-allocation algorithm responds to the demand exceed-
ing the available bandwidth by allocating bandwidth to individ-
ual sources in proportion to their requests, the proportionbeing
such that the total allocation equals the available bandwidth. We
achieve this by using a weighted max-min fair allocation algo-
rithm in the network [7]. Thus whenR(n) > C the rate allo-
cated to each source will be a proportionC=R(n) of its request.
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Fig. 2. NETWORK CONFIGURATION FORCELL-LEVEL SIMULATION

This models the characteristic when all the sources share a com-
mon bottleneck. The cell-level network simulation models the
more general case when the sources share multiple bottlenecks.

Simulating Rate-Reductions in Aggregates. We can gauge the
effect of attempting to use a network link that has less capacity
than the peak aggregate rate as follows. For a given set of traces,
we run the SAVE algorithm to construct the requested rate for
each trace as before, then sum to yield the aggregate requested
rateR(n). For a capacityC, we construct the proportional rate-
reduction process

p(n) = maxf1; C=R(n)g: (8)

To asses the impact of contention on an individual source we
rerun the SAVE algorithm, but now proportionately reducingthe
allocated rate, subject to the network roundtrip delay�. Hence
(7) is replaced by

r

all

(n) =

�

p(n � �)r

req

(n� �) n > �

r

0

n � �

(9)

Note that this ignores some second order effects: reductionof
the allocated rate for a given frame may increase buffer occu-
pancy at the end of that frame time, and hence the rate request
on the next frame may be increased to remain within the delay
target. Or, this could cause cropping to be increased. In ad-
dition, the feedback delay has the potential to vary becauseof
queueing at the switches, although we try to keep this small.

Another second order effect that we ignore is the impact of
cropping frames that will subsequently be used for prediction.
Our experiments indicate that cropping a frame by a given per-
centage increases the bit-rate of the immediately subsequent
frame by no more than half the cropping-percentage, and the
impact on later frames is insignificant. Because the frames sub-
sequent to cropping are typically smaller than the frame s that
require cropping, this effect is negligible, especially with the
systematic over-request�.

We overcome the approximations in the frame-level simula-
tion using a cell-level network simulation, where we obtainan
accurate characterization of the effects of a reduced rate being
returned by the network and the dynamics of contention at the
links in the network.

C. Network Level Simulation

We also developed a network simulation at the cell level that
was driven with the same traces. The explicit-rate feedbackcon-
trol mechanism was used at the ATM layer to control the rate of
transmission from each source. The switches in the network use
a distributed rate allocation scheme that achieves weighted max-
min fairness [7].
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In the explicit-rate ABR scheme,in-bandResource Manage-
ment (RM) cells are periodically (in terms of cells sent by the
source) transmitted by each source. A source specifies a “de-
mand” or desired transmit rate in each transmitted RM cell inan
ER-field. Also specified in the RM cell is the current allocated
rate. Switches compute the rate they may allocate to each VC,
and overwrite this rate in the RM cell’s ER-field if the computed
rate is lower than the value of the ER-field in the received RM
cell. As the RM cell progresses from the source to destination,
the ER-field reflects the minimum rate allocated by any of the
switches in the path for the VC. On reaching its destination,the
RM cell is turned around back to the source, which now sets its
allocated rate based on the value of the ER-field in the returned
RM cell. The network may include policing function at the edge
of the network to ensure that a source does not transmit aboveits
allocated rate. Thus, the network may protect itself from mali-
cious users who attempt to consume greater than their fair-share
of resources.

Sources transmit an RM cell once every 32 cells in our sim-
ulations. Because the rate returned from the network has the
potential to vary considerably, reflecting the changes in the net-
work, we average the allocated rate over one frame time (41.67
milliseconds for trace sets A and E), for the simulations reported
in this paper. This average of the allocated rate is used to adapt
the bitrate of the video encoder appropriately.

We used a relatively simple configuration (shown in Figure 2)
for examining the performance of the SAVE algorithm. Several
video sources (“vs” in the figure), ranging from 10 sources in
the case of trace A to 19 sources for trace set E, “fan in” to the
first switch. The bottleneck is the link between the third switch
and the destination host. The destination host is the sink (“vd”
in the figure) for all the video sources. The initial one way delay
is 50 milliseconds. We varied the parameters such as capacity
of the bottleneck and the link delay to examine the sensitivity
of SAVE to network characteristics. The simulation was run for
approximately 20,000 frames from each source.

V. BEHAVIOR OF SOURCE DELAY AND RATE

We first examine the simulation results when 10 video sources
are simultaneously active, each running a copy of trace A. Each
trace is offset by 3999 frames so that the long-term behaviors
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of the individual sources are out of phase (in terms of the type
of frames in the GOP structure) with each other to a limited
extent. The bottleneck link rate (the link between switch 3 and
the destination host 2 in Figure 2) was set to 30 Mbits/sec. The
total one-way network propagation delay was 50 milliseconds.
Typically, the allocated rate from the network is slightly higher
than the requested rate from the application, to accommodate
the RM cell overhead, as long as the network is not congested.

The ideal and encoded rates are shown in Figure 3. Except for
rare occasions, there is almost complete overlap between the two
rates. On the occasions the encoded rate is smaller than the ideal
rate, it is within acceptable levels. We found that the statistics of
cropping was well within acceptable levels as described in our
evaluation criteria, shown in detail in Table II.

When several sources are multiplexed over the network, the
rate allocated by the network is also of interest. We observethat
over the interval from frame 35000 to 36000, the allocated rate
(smoothed over a 1 frame time interval) is slightly smaller than
the requested rate; see Figure 4. The reason for the “stair-step”
behavior for the requested (and hence allocated) rate is that, over
this segment of the trace, SAVE attempts to track the rate over
the max. windoww

max

needed to meet the medium-term (of
the order of a few round-trip times) requirements of the bursty
video source. Even with this, there is no significant degradation
in quality, because we are able to accommodate this difference
in the source’s smoothing buffer.
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Capacity delay fraction cropped
(% of peak) mean max > 0% > 20%

100% 20.4 99.0 0.003 0.0006
90% 20.5 99.9 0.004 0.0006
80% 20.8 102.2 0.006 0.0008
70% 21.1 103.8 0.008 0.0010
60% 21.5 104.9 0.011 0.0017
50% 21.8 106.2 0.013 0.0022

Capacity burst crop> 20% burst crop� 20%
(% of peak) mean max mean min

100% 2.2 7.3 2900. 108.
90% 2.2 8.9 2600. 106.
80% 2.7 13.8 2297. 79.
70% 3.3 20.2 1869. 28.
60% 7.2 75.6 1405. 25.
50% 9.0 96.9 1235. 20.

TABLE I

IMPACT OF STATISTICAL REDUCTIONS IN ALLOCATED RATE. Averaged

impact on single traces within 5-fold aggregation in set E. Capacity expressed

as quantile of peak aggregated requested rate. As capacity decreases, observe

insensitivity of delay and mean burst length of cropping over 20%.

We show the one-way end-to-end delay, including both the
smoothing buffer delay and the network delay (propagation time
and queueing delay), in Figure 5 for a segment of the trace A
(from frame 34000 to 36000.) The one-way network propa-
gation delay is 50 milliseconds. We chose a target of 90 mil-
liseconds for the smoothing buffer delay. Even though we have
multiplexed 10 sources over the network (the mean ideal rate
for each source is 1.3 Mb/s), the amount of queueing delay ex-
perienced in the network is not substantial enough to make a
significant impact. This supports our expectation that the ex-
plicit rate based congestion management mechanism maintains
small queues at the network’s switches.

VI. M ULTIPLEXING GAIN AND SENSITIVITY TO NETWORK

CONGESTION

In this section we investigate the bandwidth requirements of
the aggregate request rate from a number of sources. We want
to determine the extent to which statistical multiplexing across
sources is feasible: we aim to beableto allocate less than the ag-
gregated peak requested rate of sources. he aggregate requested
rate from the frame level simulation of 19 traces from set E can
be seen in Figure 8 of [2]. If we allocate some quantile lower
than the maximum, excursions of the rate above this quantile
cause transient contention. We are concerned with establishing
the minimum capacity required in order that the impact on in-
dividual source quality is acceptable. We intend to deal in the
future with the problem of characterizing the statistical behavior
of requests for the purposes of admission control.

A. Pathwise Comparison of Cropping and Rate-Reduction

We show a sample of the effects of contention in Figure 6.
A segment of trace set A was subjected to contention from the
aggregate requested rate of ten traces from set E, as modeled
by (8) and (9). The points show the ratio of encoded to ideal
rate (i.e.,1� cropping proportion). The base behavior without
contention, for a single trace, is shown at the bottom. At the
top is shown the modified ratio in the presence of contention.
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Fig. 6. PATHWISE COMPARISON OF CROPPING AND RATE-REDUCTION.
TOP: Segment of trace of Set A, impacted by contention with 10 traces
from Set E, the total allocated at the 90th %-ile of the peak requested rate.
Encoded/Ideal rate (= 1� cropping proportion) drops below 1, partially in
response to contention. BOTTOM: Encoded/Ideal rate for the same segment
of trace A, but without contention from other traces. The horizontal axis is
the frame number.

Also shown is the extent of contention experienced, as reflected
by the ratio of allocated to requested rate. Note the additional
cropping that now occurs between frames 32,500 and 33,000.
Most of the cropping is less than 20% (i.e., encoded/ideal rate
greater than 0.8) even though the allocated rate is only about
90% of the requested rate.

Impact on Quality of Statistical Multiplexing . We assess the
impact of statistical multiplexing on quality of single sources by
subjecting SAVE to the simulated rate-reduction processp(n).
We explore the variation of quality metrics with aggregation size
and allocation. Table I summarizes experiments with 5 fold ag-
gregates of traces from set E. The statistics are averaged over
individual traces. Figure 7 shows the variation in delay, crop-
ping and burst length of cropping as a function of capacity, over
a range of aggregations from 5 to 20 to 35 sources. Both show
that mean and maximum of the delay are quite insensitive to
both aggregation size and the degree to which capacity is setbe-
low the peak aggregated requested rate. This shows that one of
the design criteria of SAVE (cropping to avoid delay) operates
well over a wide range of conditions. The price to be paid for
this is the frequency and duration of cropping. Both increase as
the allocated rate is reduced. Our criterion that themaximum
burst of cropping> 20% should not exceed a GOP (12 for the
traces of Set E) is met when capacity is (not much) less than the
90th percentile of the peak aggregate requested rate. The overall
cropping criteria (no more than 1 in 1000 frames to be cropped
more than 20%) is already satisfied at this capacity.

As the size of the aggregate increases, performance measures
improve for capacity at a given quantile of the peak aggregate
rate. Thus, averaging across sources means that it will be pos-
sible to obtain the desired performance with capacity equalto
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Fig. 7. VARIATION WITH AGGREGATIONSIZE OF IMPACT OF RATE-REDUCTION THROUGHREDUCED CAPACITY. For aggregations of 5, 20, 35 sources,
averaged impact on single traces within aggregate; capacity expressed as quantile of peak aggregate requested rate. TOP: mean and max. delay. MIDDLE:
proportion of cropping> 0% and> 20%. BOTTOM: mean and max. burst length of cropping> 20%.

smaller quantiles of the peak rate for large aggregations. How-
ever, smoothing means that the quantiles of the aggregate re-
quested rate (expressed as a proportion of the mean) become
closer as the number of sources in the aggregate increases; see
e.g. Figure 7 of [2]. Thus the quality obtained becomes rela-
tively insensitive to which quantile is chosen. For example, the
peak of the aggregate requested rate was only about 25% higher
than its mean in an aggregation of 20 traces from set E.

The smoothing by SAVE of individual sources reduced the
variability of the requested rate compared with the ideal rate.
This smoothing within sources in turn makes smoothing across
sources in an aggregate more effective. We demonstrate this
by displaying in Figure 8 the tail distribution of the aggregate
rate per source for the ideal and requested rates, for aggrega-
tions of 1,5 and 28 sources from Set E. The high quantiles of
the requested rate (above the 90%-ile) take much lower values.
The variability of the ideal rate does not approach that of the
requested rate, even for very large aggregations. The priceof
this reduction in variability is that the quantiles below about the
90%-ile, and indeed the mean, are higher for the requested rate
than the ideal rate. An important potential benefit of the reduc-
tion of the high quantiles is for measurement based admission
control. We think of an effective bandwidth for a source as a
rate required to accommodate its extremes of variability. The
narrowness of the distribution of the requested rate means that
measurements of the effective bandwidth will be less influenced
by statistical errors than for the ideal rate.

Single source behavior and comparative multiplexing gain.
When SAVE is employed for transport of a single source’s video
stream, then we shift the focus away from the statistical proper-
ties of aggregations and instead ask what is theconstant rate
required for a given source so that SAVE achieves the quality
targets. In our experiments on this topic, it was necessary to set
the parameter (the minimum proportion of the frame to be en-
coded) to zero. Since the rate given to the source is constant,
when > 0, we are unable to adaptively increase the allocated
rate. When this occurs over lengthy periods of high activityit
leads to either excessive delays or buffer overflow. We referto
this mode, in which SAVE fits frames to a buffer that is drained
at constant rate (CBR), as “buffered CBR”.

Over the 19 traces of Set E, the required CBR rate was found

to exceed the mean ideal rate by a factor of between about 2.4
and 6.0, with a mean of about 3.6. For the trace A, it is about 2.2
times the mean ideal rate. To examine the multiplexing perfor-
mance of the SAVE algorithm working in conjunction with an
explicit rate feedback-based network, we compare these CBR
bandwidth requirements to the bandwidth required when using
SAVE in the network it was designed for, a network with ex-
plicit rate feedback. For CBR, we use the sum of the CBR rates
of the constituents of the aggregate. For SAVE, we use the 90th

percentile of the peak aggregated requested rate. These aredis-
played for 1- to 38- fold aggregations from set E in Figure 9. The
CBR, SAVE and mean ideal rates (for data alone, neglecting any
protocol overhead) are in approximate proportions 3.6 : 2.3: 1.

The higher rate allocation for the buffered CBR reflects the
necessity to allocate a sufficient rate to accommodate long-lived
trends found in the video sources. If bandwidth allocated bythe
network is slightly lower than needed, degradation of quality
will occur, often over a long burst. Since this is an inherent
property of the video source, we expect that similar allocations
will be required for other algorithms which adapt and transport
real-time video at a constant rate and at similarly high quality.
We compared the buffered CBR rates with the peak smoothed
rate of the algorithm in [10] under the same delay constraint;
the rates were similar.

We quantified the relative sensitivities of SAVE and buffered
CBR to systematic rate-reduction (for SAVE) or underallocation
(for buffered CBR). One motivation for this is to try to under-
stand the effect of errors in traffic characterization at admission
control time. We compared the sensitivity of the quality metrics
(frequency of cropping> 20%, and maximum burst length of
such cropping). For SAVE we reduced the time-varying allo-
cated rate by a fixed proportion; for buffered CBR we reduced
the constant rate by the same proportion. Burstiness of crop-
ping is not very sensitive for SAVE for rate-reductions downto
at least 0.75, but then increases rapidly. Buffered CBR on the
other hand is quite sensitive to underallocation, for reasons out-
lined above. Cropping frequency for SAVE is more sensitive,in
this case degrading to 1 in 1000 for a systematic rate-reduction
of about 0.9.

The ordering of the sensitivities to rate-reduction by the net-
work has the consequence that if we relax the quality target on
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maximum burst length of cropping more than 20%, and replace
it by one on, say, the mean burst length, the performance gap be-
tween SAVE and buffered CBR narrows somewhat. In this case
the ratios of required capacities for aggregates of buffer CBR,
SAVE, and the ideal rate were found to be in ratios 3.2 : 2.1 : 1.

The results from the network level simulation are displayed
as points in Figure 9. The other traces in the figure have been
adjusted for protocol overhead. All include a factor for theATM
cell header (about 10%); the SAVE frame simulation also con-
tains a factor to account for the overhead of Resource Manage-
ment cells (about another 3%). We see that the full network
simulation and the frame level simulation of individual traces
are in close agreement. The difference between them was at
most 10%.

B. Impact of Network Congestion and Feedback Delay on At-
tained Quality

When many sources using SAVE are multiplexed on a link,
congestion will lead to reduction of the allocated rate as com-
pared with the requested rate. In this section we corroborate the
accuracy of the relatively simple approach using the frame-level
analysis by comparing it with the corresponding results forthe
full cell-level network simulation of the multiplexed system.

In Figure 11 we display the results for Trace Set E: the tail
distribution of the proportion of the frame cropped, averaged
over 19 multiplexed sources, as function of link bandwidth.For
a network feedback delay of 100ms (by doubling the propaga-
tion delay of each of the links, left plot), the target cropping (no
more than 1 in 1000 frames suffer more than 20% cropping) is
attained at a link capacity of about 25Mb/s. Attained quality
is insensitive to an increase of capacity beyond this point,in-
dicating that contention for resources is statistically negligible
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thereafter. This interpretation is supported by the corresponding
statistics from the frame level simulation (where contention is
not modeled). which are very similar to those of the cell level

simulation for link capacities greater than or equal to 25Mb/s.

The mean requested rate for the video data alone (excluding
headers) for the 10 sources was 18.3Mb/sec. After adding to
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this the overhead for ATM cell header (about 10%) and ABR
Resource management cells (about 3%), the required link ca-
pacity of 25Mb/s is a factor 1.2 greater than the mean requested
rate. This factor is at the upper end of the range determined for
the frame level simulation alone [2].

When the network delay is increased to 200ms, the attained
quality is slightly worse; about 2 in 1000 frames suffer 20% or
more cropping at 25Mb/sec link capacity. Again, we find that
quality is insensitive to increases in link capacity beyondthis
point. If higher quality were required, then the max. window
w

max

would have to be increased (as we see in the section be-
low.)

We also investigated the sensitivity of the above statistics to
long- and short-scale shifts (offsets) of the traces. We found
small variations, if any. The absence of variability with respect
to short-scale shifts is not surprising since the requestedrate
smoothes over the GOP structure. The absence of sensitivity
w.r.t. long-term shift indicates that, although long time-scale
fluctuations in the frame-sizes are to be expected (see e.g.,[3]),
these are smoothed over by multiplexing many sources.

We examine the level of cropping achieved in the network
cell-level simulation when the 10 sources of Trace A are mul-
tiplexed, and when the rate returned from the network results
in the source having to crop to meet the delay constraint in
the smoothing buffer. The statistics are computed across all 10
sources, each sending approximately 20,000 frames. We see
in Table II the statistics for cropping of the frames with a net-
work round-trip delay of 100 milliseconds (little over 2 frame
times) and 200 milliseconds. We observe that the probability of
frames being cropped more than 20% is 0.0026 in the network
level simulation, and goes up slightly when the feedback delay
increases.

VII. PARAMETER SENSITIVITY OF THE SAVE ALGORITHM

Sensitivity to Smoothing Parameters. The SAVE smooth-
ing algorithm has two components of smoothing, as described
in Section II: the short-term smoothing windoww

sm

and the
medium term maximum windoww

max

. We nominally choose
w

sm

to be of the order of 12 frames, the GOP length of the traces
in set E. The maximum windoww

max

, which aims to capture
the characteristic of the large frames of a scene, was nominally
set to 1000 frames. In this section, we study the sensitivityof
SAVE using the frame-level simulation, specifically its quality
and bandwidth usage, to these two smoothing parameters.

Figure 12 shows the mean requested rate as bothw

max

and

Feedback Cropping Mean Mean
Delay > 0% > 20% = 50% # Success # Failure
100ms 0.0151 0.0026 0.0003 920.2 3.85
200ms 0.0160 0.0035 0 829.6 4.41

TABLE II

CROPPINGSTATISTICS IN CELL-LEVEL SIMULATION . Trace A (10 sources),

for 100ms and 200ms network feedback delay. Maximum cropping is

 = 50%. Also shown are mean number of Successive frames having lessthan

20% cropping, and mean number of successive frames failing the 20%

cropping criterion.

w

sm

are varied. There is very little sensitivity tow
sm

, far more
to w

max

. We isolate this in Figure 13 by displaying average
over w

sm

of the mean requested rate as a function ofw

max

.
Note the logarithmic horizontal scale. Asw

max

is increased, the
mean requested rate increases, reflecting the fact that one large
frame tends to have an effect over a longer period of time. The
mean requested rate increases slowly withw

max

–approximately
logarithmically–going from 60000 bits/frame whenw

max

is 20,
to nearly 90000 bits/frame whenw

max

is 1000.
The maximum requested rate is insensitive tow

max

, as shown
in Figure 14: the curves of the maximum request as a function
of w

sm

coincide for values ofw
max

in a range from 20 to 2000.
However, the maximum requested rate is a decreasing function
of the smoothing windoww

sm

. It reduces rapidly asw
sm

in-
creases up to 8. Beyond that, we begin to reach a point of dimin-
ishing returns, and the maximum requested rate reduces slowly
asw

sm

goes beyond the GOP value of 12. The form of depen-
dence onw

max

andw
sm

indicates that the largest requested rate
is governed by the short-term average over a few large frames
and the mean requested rate is governed by the large frames ob-
served over a longer, scene-level, timescale.

The impact on quality is likely to be of more interest as the
two parameters are varied. Figure 15 shows how the propor-
tion of frames cropped by more than 20% varies. The pri-
mary sensitivity is once again tow

max

. For values ofw
max

greater than 100, the proportion of frames cropped over 20%
remains below 0.5% for the entire range ofw

sm

we examined.
For smaller values ofw

max

, less than 100, the proportion of
cropped frames shows a small amount of sensitivity tow

sm

.
However, the primary sensitivity of the quality is tow

max

; see
Figure 16. Note the log-log scale: the proportion of frames
cropped more than 20% decays slowly, as a power law, inw

max

(in fact � const.� w�0:85
max

). For the acceptability criterion we
selected (no more than 0.1% of frames cropped> 20%),w

max

needs to be reasonably large, of the order of 500 frames or more.
This supports our initial intuition thatw

max

needs to capture
the scene-level behavior, which is likely to be of the order of a
few seconds. We also observed the statistics of the burst length
of cropping with varyingw

sm

andw
max

; Generally, the mean
burst length ranged from 1.5 to 3.5, increasing withw

sm

. The
maximum burst length was a decreasing function ofw

max

, in a
range from 25 to 2, and generally increasing withw

sm

. Finally,
Figure 17 show that maximum source buffer delay is reasonably
insensitive tow

sm

oncew
max

is greater than about 50 frames; it
is within the 100ms target forw

max

�1000. In summary,w
max

is the main tunable parameter determining quality.

Sensitivity to Target Source Buffer Delay. Up to now, we
have examined the performance of the algorithm with a source
buffer delay target of 90 milliseconds. We now examine the
sensitivity of quality to this delay target, as we vary it from 50
milliseconds to 120 milliseconds, for Trace A. Figure 18 shows
the variation of the mean and peak for the requested rate from
the source as we vary the delay target. The mean ideal rate (in
terms of bits/frame) is 54823 bits/frame. The mean request rate
(to achieve the desired quality target) obviously is higher, but de-
creases as the delay target at the source becomes larger. When
the delay target is 50 milliseconds (the frame time is 41.6 mil-
liseconds), then the mean request rate is almost 3.24 times the
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Target Cropping Mean
Delay (ms) � 0% � 20% Delay (ms)

50 0.0012 0.00017 13.9
60 0.0014 0.00022 16.7
70 0.0017 0.00034 19.3
80 0.0023 0.00071 21.9
90 0.0032 0.00106 24.5
100 0.0041 0.00120 27.1
110 0.0048 0.00145 29.8
120 0.0054 0.00182 32.4

TABLE III

Proportion of frames suffering a degradation in Quality as aFunction of Source

Target Delay

mean ideal rate. We need to request a large rate from the net-
work to ensure that the buffer occupancy is kept low to accom-
modate the 50 ms delay target. However, when we go to a target
delay of 100 milliseconds, the mean request rate is only 1.68
times that of the ideal. The larger the source buffer, the smaller
the overall rate that needs to be requested from the network
while still meeting our quality target. Also shown in Figure18
is the behavior of the peak for the ideal and requested rates.The
peak requested rate drops rapidly from 296400 bits/frame for
a source target delay of 50 milliseconds, to 164653 bits/frame
for a delay of 90 milliseconds. However, the peak rate does not
drop further, and in fact remains flat for this trace, when thede-
lay target increases further from 100 to 120 milliseconds. It is
important to note that the ratio of the peak ideal rate to the peak
requested rate (when the target delay is 90 milliseconds) isabout
2.06, which is a substantial benefit derived from using SAVE.

Table III shows more details on the degradation in quality rel-
ative to the source target delay, varying from 50 to 120 mil-
liseconds. Also shown is the mean delay at the source. The
99.99th percentile and higher (also the maximum delay) were
consistently below the target delay we chose for the particular
experiment.

We observe that the proportion of frames that suffer a degra-
dation in quality increases slightly with an increase in thedelay
target – a somewhat counter-intuitive result. This is because the
uncertainty increases as the size of the source buffer increases.
For larger target delays, we should see the source buffer is full
enough to cause a subsequent frame to be cropped slightly more
frequently. However, no frame suffers a degradation of 50% or

more in any of these experiments. We are also within the quality
target of no more than 0.1% of frames suffering more than 20%
degradation.

It is clear from the above that there is a tradeoff between the
source target delay and the rate requested of the network. Al-
though the requested rate goes up as the target delay becomes
smaller, SAVE is still able to maintain quality within acceptable
levels while meeting the smaller delay targets.

VIII. C ONCLUSIONS

In this paper we have examined the quality that can be
achieved with an online source smoothing algorithm for com-
pressed video, called SAVE. The adaptation of compressed
video is based on negotiation of the bandwidth with the network
using feedback-based congestion control and adapting the quan-
tization parameter of the encoder when necessary. For this form
adaptation, we evolve from the loss-based quality metrics typ-
ically used to evaluate the efficacy of mechanisms to transport
video. The quality metrics we use relate to how frequently we
have to adapt the video and by how much. We are quite stringent
in setting quality targets for SAVE, specifying that no morethan
1 in 1000 frames suffer more than a 20% cropping. Further, we
examined the burstiness of the quality impairment, becausewe
believe that having a long string of consecutive frames thatare
cropped results in noticeable degradation. Our paper examined
how effective SAVE is in meeting our quality targets and builds
on the results reported in [2]. We also looked at the “traditional”
measures of effectiveness, in the context of our algorithm:the
multiplexing gain, the source buffer delay and the behaviorof
the rate requested from the network.

We believe adaptation algorithms need to be robust to varia-
tions in the feedback delay and to network congestion, failing
which we would see buffer occupancy at the source increase.
We find that SAVE’s adaptation based on smoothing the short-
term variations in ideal frame rate (of the order of a GOP) and
tracking the maximum ideal frame size over a scene time-scale
allows us to be relatively insensitive to feedback delay.

Smoothing and aggregation of flows help reduce variability
in the rate requested of the network. When we go to a 38 fold
aggregation of the traces in set E, the various quantiles of the
requested rate (ranging from 100% to 50%) become quite close
to the mean aggregate requested rate. (Although we didn’t detail
it here, the same convergence of quantiles holds for the ideal
rate; see [2]. But we find that convergence to the mean is faster
for the requested rate.) In addition, SAVE tolerates a reasonable
amount of reduction in the rate allocated to the flows. With a 5
fold aggregation of set E, we can tolerate the situation where the
capacity of the network is as low as 70% of the peak requested
rate, and still maintain acceptable quality.

We examined the sensitivity to network congestion by consid-
ering the effect on one trace (trace A) when there are 10 other
traces (from set E) that are multiplexed together. Even whenthe
allocated rate from the network is 90% of the requested rate,we
are able to maintain quality in all the different dimensions: de-
lay, the overall proportion of frames that are cropped more than
20% and the size of the burst of frames that are consecutively
cropped.

Taking 90% of the requested rate being allocated by the net-
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work as a reasonable rule of thumb for SAVE to compare multi-
plexing gain, we compared the benefit of the rate-adaptive video
(SAVE) with a source-buffered CBR model. We see that for
equivalent quality, the bandwidth required by SAVE (90%ile) is
60% of the peak bandwidth required by a buffered CBR service.
And this benefit of SAVE grows with aggregation size, a highly
desirable characteristic. Moreover, SAVE has lower sensitivity
to the bursty cropping of frames when the rate allocated by the
network is less than the requested rate. Buffered CBR has a
significantly larger burst of frames that would be cropped ifthe
allocated rate from the network reduces below 90% of what is
desired.

We demonstrated SAVE’s sensitivity to its parameters - the
target of the source buffer delay, the amount by which the source
“over-requests” a rate from the network, and its smoothing win-
dows. There is a tradeoff between the target delay and the rate
requested (especially the mean) of the network. The requested
rate goes up as the target delay becomes smaller. But, SAVE
is still able to maintain the quality targets with a smaller delay
target - all the way down to 50 milliseconds. The mean delay in
the source buffer is typically even smaller. We showed that it is
important to understand the dynamic nature of the quality reduc-
tion, where long bursts of frames are impaired. When the source
systematically under-requests the rate needed from the network
(asking for 90% of the rate needed by SAVE), it appears that the
average “quality” measured over the length of the trace (trace
A) doesn’t degrade much. But we suffer in having longer bursts
of frames that are impaired in quality.

Finally, we showed that the most significant parameter in
SAVE is the maximum smoothing windoww

max

. The propor-
tion of frames cropped decreases as a power law withw

max

,
and the mean requested rate goes up logarithmically withw

max

.
w

max

serves as a dial that we may use to tradeoff between qual-
ity and the average of the rate we request from the network.
The short-term smoothing window,w

sm

helps us in reducing
the peak requested rate from the network, without much impact
on the quality. The maximum requested rate goes down asw

sm

goes up to about a GOP, beyond which we see diminishing ben-
efits. Thus, the combination ofw

max

andw
sm

can be used man-
age the resources that we use from the network, while managing
quality to be within acceptable limits.

We believe SAVE demonstrates considerable promise as a
method of online rate-adaptation for compressed video.
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