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Abstract behaving.

i q ‘ In early 1997 we began an effort to measure
Traffic, usage, and performance measurements (e analyze the usage and behavior of WorldNet,

crucial to the design, operation and control of INtekreT's Internet Service Provider (ISP) business.
net Protocol (IP) networks. This paper describeg,@e have deployed a prototype measurement in-
prototype infrastructure for the measurement, St®astructure with both passive and active compo-
age an_d f:orrelation of network data_ofdifferenttyp%%nts_ Passive components include custom-built
and origins from AT&T's commercial IP netWork'packet sniffers we call PacketScopes, flow-level traf-
We fogus first on some novel aspects ofthe meaSLﬁg'statistics gathered at all the border routers, and
ment infrastructure, then describe analyses that Jl; oiherwise idle top-level router that we query for
lustrate the power of joining different measured dajg sing information. Active components include a
sets for network planning and design. mesh of measurement machines located at major
router centers. These machines exchange measure-
ment traffic and collect loss, delay, and connectivity
statistics throughout the day. We continuously feed
84' these measurements into a high-performance data

The Internet 'S extremely diverse, both in terms repository we call the WorldNet Data Warehouse.
the technologies that form the network and the appl]- .
e have used the data both to drive research stud-

cations that use it. It includes many types of com-
ST . . .les and to help run the network.
munication links, from slow dialup lines to fast opti- _ _
cal fibers. It also carries many types of traffic, from The variety of measurement data at our disposal,
electronic commerce transactions to images from f&pgether with the ability to manipulate data from
away spacecraft. Furthermore, new technologies dRHltiple sources in a single storage and analysis plat-
applications emerge frequently. For example, a nufgrm, enable new and important charac_terl_zatlons of
ber of wireless subnetworks have come online in r@any aspects of the Internet. As a motivating exam-
cent years. Similarly, the World Wide Web appeareRi& consider the millions of Web users who connect
in the mid-1990’s and quickly grew to be the donfo the Internet daily over dialup lines. What work-_
inant source of traffic. Because of all these factof§ad does each user place on the network? How is
measurement remains the only effective way to d&eir traffic treated by the network? How much of the

termine how the Internet is being used and how it ier-perceived latency is due to the network and how
much is due to the server? Any one form of measure-
“Address for correspondence: N.G. Duffield, AT&T Labsnent is insufficient to answer these questions thor-
180 Park Avenue, Rm. B139; Florham Park, NJ 07932, US6Ugh|y.
E-mail: duf fi el d@ esearch. att. com Tel: +1 973 360
8726 Let’s start with the problem of characterizing Web
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accesses by dialup users. We have gathered travessures we've taken to preserve privacy. In Sec-
of all traffic flowing between a large dialup modertion 3 we describe two measurement systems in more
pool inside WorldNet and the rest of the Internedletail: the AT&T Labs PacketScope and an active
However, dialup users are typically assigned a difieasurement system currently deployed by AT&T.
ferent IP address each time they call in. Althoudh Section 4 we describe some sample analyses that
our traffic traces contain very detailed informationye’ve carried out on the measurement data.
including IP addresses and timing information for
each packet, they are not enough to determine w

a dialup session begins and ends. We also maint&i
a separate log of all the calls made into the Worl
Net dial platform. This log includes the begin an

end times of each dialup session along with the fF&T’s IP services in the United States are sup-
address assigned to that session. By correlating thésted by the following broad networking infrastruc-
information in the call log with our packet traces, Wgyre. The IP backbone comprises a number of major
can isolate the traffic streams for individual dialugub sites distributed in the continental US, connected
sessions and thus proceed to answer the questioBph mesh of high-speed connections. In this paper
how a typical dialup user accesses the Web. we consider customer access to the network by one

Next, let's turn to the problem of determining hov9f two means: dedicated or dial access. Dedicated
Web traffic to and from dialup users is shaped @fcess is via access routers at one or more of the
the network. We have deployed PacketScopes ng}&jor hub sites; this is the usual mode of access for

to a dialup modem pool in WorldNet and next to Business customers. Dial users gain access over the

bank of Web servers that form part of Easy Worlgublic switched telephone network to modem groups
Wide Web (EW3), AT&T's Web hosting businessdistributed across the US; this mode of access is used
By gathering simultaneous traces of the traffic flo//F2inly by domestic customers. The dial service is
ing through these two points, we can determine, fSypported by multiple data centers containing servers

example, which packets have been lost in betwedgndling customer registration and billing functions,

However, there is no guarantee that the users red’l"@jle other servers provide standard services such as

sented in the client-side traces will access the WeBail and netnews. There are also servers supporting
pages represented in the server-side traces. We Y¥gp hosting for both dial and dedicated users. Con-
arrange to capture traffic at both ends by dialing up@80t|V|ty to other segmenFs of the Internet is achieved
the modem pool and accessing the Web servers d{ifough gateways at major hub nodes. These gate-
selves, at the same time measuring performance"gy'S connect to private peers and to public intercon-

seen by our own Web clients. We can also make J¥ftion points.
of the access logs routinely maintained by the EW3
Web servers. By joining all these active and passide? Data Sources

measurements, we can obtain a complete picture af.a o
Web transfer, including the request by a Web cIienghe WorldNet Data Warehouse currently maintains a

the progress of the related Web traffic through tﬁ%rge numberofdlﬂ‘erentdata sets. In this section we
: ummarize those measured data sets that are updated
network, and the handling of the request by a Wé

server. This analysis addresses the questions on he ularly; the origins of these data in the AT&T IP

. néetwork are represented in Figure 1.
work and server performance posed earlier.

2 Data Warehouse and its Sources

%'.1 Networking Infrastructure

The rest of this article is organized as follows. Packet HeadersThese are collected by three AT&T
Section 2 we describe briefly AT&T’s IP infrastrucPacketScopes installed at representative locations:
ture in the United States, the types and provenanceoafa T3 link between WorldNet and one of its peers;
measurements collected fromit, the repository whesa a FDDI ring carrying traffic to and from a group
the measurement data is stored and analyzed, andatheoughly 450 modems shared by approximately
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18,000 dialup customers; and, on a FDDI ring ca?-3 Data Warehouse

rying traffic to and from a commercial Web host- _ _
ing service. Each PacketScope can produce apprd{i€ WorldNet Data Warehouse is a prototype high-

mately 90 GB of data per weekly sample. The pacRerformance repository for the storage and analy-

etScope architecture is described in more detail§i¢ Of measurements and operational data from the
Section 3.1. AT&T IP network described above. It provides

| o | _ bled i extensive facilities for mining, correlating, analyz-
Flow Statistics:Cisco NetFlow [3] is enabled in In-;, , and archiving this information. Many research

ternet Gateway Routers (IGRs). These routers explglr jects have grown up around the warehouse, both

per-flow summaries including: start time; flow dural-n the construction of experimental measurement in-

tion; byte and packet count; source and destinationdBey ctyre and in the analysis of measured data.

addresses, port numbers and autonomous SySteM8asearch collaborations have spanned a user group
Routing Tables:BGP routing tables and forwardingcomprising members of the research, engineering

tables for key backbone and access routers. An adibd management communities within AT&T. These

erwise idle router peers with a gateway router, ah@ve led to the construction of prototype decision-

collects routing updates which are then exported $apport systems for the engineering, marketing, and
the warehouse. strategic planning of AT&T’s Internet services.

Router StatisticsObtained by SNMP polling. They The warehouse is organized around two comput-
include: link/router utilization, fault events for aling platforms. First, a general-use server employs

routing elements of backbone, access and gate/fcle to store pre-computed aggregate and desensi-
routers. tized detail information. Second, a large data stor-

, . . . age server contains detailed measurements; these are
Router Configuration:Includes information on topol- o . :
oav. security. access lists. BGP/OSPE routin ms{[ored in either raw form or using AT&T’s Daytona
rigz, atc Y ' 9 M3 tabase [9] described below. This second platform
B comprises a Sun Enterprise 6000 server with twenty-
Registration RecordsAuthentication, authorizationtwo 333 MHz processors, 13 GB of main memory,
and accounting (AAA) systems supply customer ag:8 TB of disk storage and a 14-TB attached tape li-
count records, including, e.g., customers’ choice pfary
pricing plan and date of registration. The two-platform architecture has several advan-
Call Record Journal:Per-session summaries of ditages. Data stored on the Oracle-based platform is
alup customer sessions, including modem dialeayailable to a large number of AT&T users, since Or-
session start and end times, total bytes and paclaste client software is widely used within AT&T. As
in each direction, and connect speed. another benefit, Oracle has a wide variety of its own

Web Server LogsCollected at AT&T’s Web hosting arczlj_thlrd-party dsotphlstlcarfed GUI applligtlons, n-
service. Fields include: IP address or name of tﬁéJ Ing various data warehouse aggregation engines.

remote client; date and time of the request; first line "€ Daytona data management system [9] offers

of the request including the HTTP method and urpeveral definitive advantages recommending its use
in_the data storage server. The primary advantage

HTTP response status code; number of bytes in 'E_He ) -
response: the referrer field. is speed. Daytona translate§ its Cymbgl hlgh-level

_ _ query language completely into C, which is then
Email Server LogsSMTP and POP3  transactiongmyijed into a native machine executable; most
summaries. other systems interpret their SQL. The Cymbal query
Active Measurementsthe Worldnet In-Process Metdanguage is a very powerful and expressive 4GL
ric (WIPM) system conducts active measurementstbfat synthesizes a procedural language with several

packet loss, delay and throughput between each mhéclarative languages including SQL. Its ability to
of major routing hubs, as described further in Seexpress complex queries, together with its paral-

tion 3.2. lelism, enable its effective use of the data storage



Dedicated routing ypdates ' ISPX
Access
Dia
Access
Badkbone router
Network . )
Mngmnt —— ’ Accessrouter
. ‘ SNMP logs . Gateway router
@ router config @ rPecing router
wiPM | ’AAA ‘ ’\NWW‘ ’Email‘ B NetFlow
‘ ‘ i ‘ A PadetScope
registration
active
measurements  cdl record journals . sﬁé\g Sﬁ;\gr . Other Data Source

Figure 1: Measurement Infrastructure and Warehouse Datec&®

server's considerable resources. In contrast to thaces to stable storage. This procedure anonymizes
server processes acting as operating systems usethbytraces and helps prevents their misuse. We also
other data management systems, Daytona uses Utiscard the user data portion of these packets and
as its server, thus saving on code and complexity. work only with protocol header information.

Daytona reduces disk usage as compared with

other data management systems through a combi_—l_ furth tect ori h imol ted
nation of partitioning and compression techniques. O lurther protect privacy, we have implemente

This is a great advantage for the WorldNet Dafy/Mmerous security procedures to prevent unautho-
Warehouse since the amount of data to be store(ﬁ'lzsed access to our measurement data. For instance,
gQur PacketScopes allow only authenticated and en-

truly enormous. By compressing each record indi . . o
vidually, compressed tables remain fully indexab éypted access through private lines inside the AT&T

with decompression happening quickly only for thérewall, not through the external Internet. In addi-

records of interest. If the compression features at'r n, the Warehouse Is composed of specially admin-

not used, then Daytona stores its data in flat Asd:ﬁered machines inside the AT&T firewall. Access to

file format. Users have the option to work with thesrgf[\{v n:je:stur(_emen;data '.SI tglus restricted Wth”e deﬁ_en-
directly using, e.g.awk or Per | . sitized data is made available on a separate machine.

Finally, throughout our work we report only ag-
gregate statistics that do not identify individual users.
Privacy is an important concern any time network u$he primary purpose of the data is to support net-
age data is collected. We have taken explicit meaerk engineering and to better understand the evolu-
sures to safeguard user privacy in every aspecttioh of various protocols and applications. Through
the work described in this article. For example, oafl the above privacy measures we ensure confor-
PacketScopes encrypt IP addresses as soon as mmayce with the AT&T Online Privacy Policy de-
read packets from the network, before they writeribed inht t p: / / www. at t. coml pri vacy.

2.4 Privacy Measures
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3 Instrumentation address in a subnet associated with the router inter-
face to which the workstation attaches. Forwarding
3.1 PacketScope is accomplished by setting a static ARP entry in the

The AT&T Labs PacketScope is a high-performan(ggu,n:‘l.r that associates the MAC address of the mon-
itor’s interface with this IP address$.cpdunp cap-

system for the collection of IP packet headers. Itts Kets i . q this interf
orincipal components are a Compag 500 MHz UniHres Packets in promiscuous mode on this interface.
workstation for packet capture, a 10GB striped disk
array, and a 140GB tape robot. Each has dedicaRarket Capture In the workstation, the path from
T1 access to the Data Warehouse that can be usedt® device driver to the packet filter utility has been
e.g., remotely control data collection, retrieve dagthanced to provide good packet-capture perfor-
and install software. mance under heavy receive load; overload behav-
The main design criteria for the PacketScope wef¥ is graceful.t cpdunp saves the captured packet
as follows. Passivity: the monitors cannot disturbheaders to disk. Optionally, these headers are then
the monitored network. Security: control of the copied totape. By a combination of buffering to disk
PacketScopes is authenticated and encrypted, v@ti§l exchanging tape cartridges we have taken con-
no control possible through the interface to the motinuous header traces over a period of over 2 weeks.
itored network.Versatility: Packet header capture id his ability to capture long, uninterrupted traces sets
performed by the Unix workstations using a modifie@Mr approach apart from others, e.g., [1].

version of tha cpdunp tool [10]. This platform en-

abled rapid development, including customizatiopultimedia Traffic Monitoring We have de-
for security and high-level protocol header tracingloyed in the PacketScopes a new tool for monitor-
Per-unit hardware cost wamta major issue for our jng Internet multimedia traffic. Themdunp tool [2]
limited deployment, in distinction with the approacparses traffic from H.323, RTSP, SIP, and similar
of [1]. We now explain the detailed PacketScopfultimedia session-control protocols to set up and
configuration; see Figure 2. tear down packet filters as needed to capture multi-
media sessions. Dynamic packet filters are necessary
Passive Link Access At the workstation, the de-because these protocols dynamically negotiate TCP
vice driver for the monitored network interface wagnd UDP port numbers to carry the media content.
modified to allow reads but not writes. In addition[hus, we cannot rely on well known port numbers
no IP address is assigned to the monitored interfage.we have for more traditional traffic types. We are
To monitor a multi-access channel, such as a FDO8ingnmdunp to track the emergence of streaming
ring, attaching a station to the channel in the usuakdia, voice over IP, and other multimedia applica-
manner is all that is required. To monitor each diions in the Internet. We are also evaluating their im-
rection of a point-to-point T3 link, a copy of the lingdact on the network, for example, we would like to
signal is extracted from the monitor jack of a DSXdetermine what forms of congestion control, if any,
3 panel through which the link passes in a Centithiese new traffic types use.
Office. The signal is passed through an isolating am-

plifier and thence on a dedicated monitoring T3 {TTP Protocol Tracing A significant portion of
the PacketScope. packets observed are due to Web traffic. In addi-
tion to understanding the packet-level characteris-
T3 Monitoring At the PacketScope, the monitortics of such traffic, it is useful to characterize be-
ing T3 is terminated at a Cisco 7505 router, whidiavior at larger scales such as entire HTTP transac-
forwards all packets to the monitor for capture. Faions. We have deployed in our PacketScopks
security purposesit is desirable not to have an IP p§h a tool for extracting HTTP-level traces from raw
from the router to the monitor. Instead, the router packet traces. A single HTTP transaction may be
configured with a static default route to a fictitious IBontained in the payload of several IP packets; the
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Figure 2: PacketScope Configuration: measurement infietsite shown in red. Tape robots, disk arrays,
and some other PacketScope elements not shown.

challenge is to demultiplex IP packets into TCP coseveral links and nodes. This measurement data is
nections and then into individual HTTP transactiongsed for traffic engineering, performance debugging,
By processing cpdunp traces online, we construcnetwork operations, and to measure compliance with

a full log of HTTP request and response headgysrformance targets. Such targets are used as a basis
and relevant timestamp information. Offline poster defining service level agreements with customers.
processing matches HTTP request and response in-

formation where applicable.

3.2 Active Measurements . :
The WIPM system is composed of a series of

The Worldnet In-Process Metric (WIPM) systermeasurement servers deployed in all backbone rout-
provides an infrastructure for measuring edge-timg complexes, which function as probe delivery and
edge performance of the IP backbone using a suiteasurement points. Probe results are collected and
of active measurements. The system currently mearrelated by a secure, distributed harvesting appli-
sures and reports round-trip packet delay, round-tdgtion, and are then ingested into a centralized data
packet loss, throughput, and HTTP transfer delaarehouse where they are available for reporting,
(including DNS resolution time) across the fullyalarming, and correlation with other data sources.
connected mesh of the IP backbone, as well asHtstorical data is retained indefinitely, and is avail-
a set of remote access and external Internet sit@sle on-line in the data warehouse for a period of
in real time. While passive measurements prone year. WIPM is similar to other active measure-
vide views of the performance of individual linksnent infrastructures that have been deployed in re-
or nodes, active measurements provide complemeant years, including AMP, Felix, IPMA, NIMI, Sur-
tary views of the performance of a path consisting @éyor, and Test Traffic; see [4].
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4 Analysis Studies flow of traffic from a single ISP peer through the
AT&T common IP backbone. NetScope draws on
4.1 NetScope: A Unified Toolkit for Manag- the traffic matrix and the routing to display the sink
ing IP Networks tree for the traffic from the ISP peer. Nodes corre-
spond to router centers and edges to layer-3 links
Managing large IP networks requires understandiggnyeen router centers. Color and size are used to
the current traffic flows, routing policies, and nekpow the amount of traffic flowing to each node and
work configuration. Yet, the state of the art fofi By combining configuration and usage data
managing IP networks involves manual configurg;in a routing model, NetScope can answer impor-
tion of each IP router, and traffic engineering basggh questions about the behavior of the network,
on limited measurements. The networking industgy,ch as “Why is this link congested?” and “How

is sorely lacking in software systems that a large I9fuld a change in the configuration of intradomain
can use to support traffic measurement and netw%lﬁting help alleviate congestion?”

modeling, the underpinnings of effective traffic engi-
neering.

The AT&T Labs NetScop€8], a unified toolkit 4.2 Web Flow Management
to manage IP networks, draws on the many feeds
of configuration and usage data. Router configuM/ e used our PacketScope traces to evaluate poli-
tion files and forwarding tables are joined togetheies for carrying Web traffic over a flow-switched
to form a global view of the network topology. Thaetwork infrastructure. The explosive growth of In-
topology model includes layer-two and layer-threernet traffic has motivated the search for more effi-
connectivity, link capacities, and the configuration @ient packet-switching techniques. To exploit recent
the routing protocols, as well as the homing locatioaslvances in switching hardware, several proposals
for customer and external IP addresses. The tool atsdl for grouping sequences of related packets into
associates the routers and links with statistics derivif@vs and sending these packets through fast switch-
from network measurements. For example, the feied paths, or shortcuts. Shortcuts improve the perfor-
of SNMP data provides information about CPU loadhance experienced by network traffic but consume
as well as link utilization and loss statistics, whichxtra network resources to create and maintain.

can be associated with the appropriate router and ityVe based our study on continuous one-week
incident links. Similarly, active measurements of dgraces of Web traffic gathered by our PacketScope
lay, throughput, or loss, can be associated with tieBridgeton, MO, and by a similar system within
appropriate link(s). Finally, by combining the Netoyr research laboratory. We assessed the effects of
Flow data with the topology model, we can computfiree network parameters (address aggregation, idle
a traffic matrix of load between pairs of routersin thﬁ?meout, and initial trigger) on three cost and perfor-
backbone. mance metrics (shortcut setup rate, number of simul-
Joining these many feeds of configuration and uaneous shortcuts, and percent of traffic carried on
age data in a common information model facilitateshiortcuts). We focused on the full probability distri-
a wide range of activities for the design and operputions of Web flow characteristics and the metrics
tion of IP networks. In addition, NetScope includesf interest. We found that moderate levels of aggre-
a model for how packets are routed through the ngation and triggering yield significant reductions in
work, based on the configuration of the routing preverhead with a negligible reduction in performance.
tocols. Using NetScope, a network provider can e®ur results also suggested schemes for further lim-
periment with changes in network configuration iiting overhead by temporarily delaying the creation
a simulated environment, rather than the operation#lshortcuts during peak load, and by aggregating
network. related packets that share a portion of their routes
Figure 3 depicts a NetScope view in a traffic etthrough the network. Further information is avail-
gineering application. The visualization shows tteble from our earlier paper on this topic [6].
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Figure 3: A NetScope view in a traffic engineering applicatio

4.3 Web Proxy Caching dramatically reduce hit rates by making many docu-
ments effectively uncachable, since cookies accom-
We used our PacketScope traces to study the gginy personalized documents. Additional detail is

formance of Web proxy caching. Much work imavailable from our recent paper on this topic [7].
this area has focused on high-level metrics such as

hit rates, but has ignored low-level details such 254
“cookies,” aborted connections, and persistent con-
nections between clients and proxies as well as Burce and destination IP addresses in a given In-
tween proxies and servers. These details havgemnet packet often belong to different Autonomous
strong impact on performance, particularly in he§ystems (ASs), administered by different Internet
erogeneous bandwidth environments where netW@’gr\/ice Providers (|SP5). The path such a packet
speeds between clients and proxies are significanfikes through ASs depends on the physical connec-
different than speeds between proxies and serversivity between ISPs and their customers, together
We evaluated through detailed simulations the laith policies for interdomain routing applied locally
tency and bandwidth effects of Web proxy caching wmithin each AS. Interdomain connectivity and rout-
such environments. We drove our simulations withg policy depend, in turn, on business agreements
packet traces from the PacketScope in Bridgetdogtween ISPs, commonly termegukering agree-
MO, as well as from inside our research laboratompents. Roughly, if flows between two ISBRsand B
There were three main results. First, caching peare sufficiently large and balanced (e.g., the ratio of
sistent connections at the proxy can improve latenitye traffic thatd sendsB to the traffic that3 sendsA
much more than simply caching Web data. Seis-near 1) then the two ISPs evenly share the costs of
ond, aborted connections can waste more bandwittterconnecting. If the flows are not balanced (e.g.,
than that saved by caching data. Third, cookies céthe traffic from A to B is significantly smaller than

Peering
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in the other direction), theA appears a customer of| NAP A—-B B—A Ratio
B, and pays3 accordingly. (Details of peering rela- |_____ Bl}ggs '\S%ZS BZ}ggS '\{'gas —
tionships are considered proprietary.) In negotiatin ' ' '
a privafe peering agreemgnt ICt))etwle: two IgPs eagpﬁaeEaSt 30G 1581 176 9.061 0.57
i ) ) ! acBell | 24G 119 | 65G 325| 2.73
would typically want to collect its own, independent Sprint | 226G 11.5| 16G 853 | 0.74
measurements.
Consider two ISPs4 and B, initially having no Table 1: Traffic volumes between two ISP$,and
direct connections, but entering into negotiations &, considering a peering arrangement.
establish direct connectiond. must estimate traffic
volumes toB and fromB. Let us consider the latter,
thornier problem A would like to estimate the traffic
volumes for BGP routes tha& uses to get traffic to o
A. In general,A only sees BGP routes in the other _
direction (from A to B). However, using data such 7™
as BGP tables and flow statistics collected at borders
routers, rough but workable bounds can be found. Tog '
obtain a lower bound4 can account for all flows that if?
originate inthe ASs belonging 8. An approximate &
upper bound, can be obtained under the assumptio
of symmetric BGP routes: extract from the BGP ta- ~w
bles fromA all prefixes that contai in their BGP
list, and sum all flow volumes whose source prefix is
in this set of prefixes. Though BGP routes are com-
monly asymmetric, estimates we have obtained by;q,,re 4. Tail distribution of dial session duration.
this technique have nevertheless proved quite useful.
In practice, using this technique in the roleesti-
mating inflows fromB, we have obtained estimates
close to those obtained @through direct measure_metered local Ca”, i.e., with price independent of du-
ments of outflows tot. ration. If the ISP charges a flat (usage insensitive)
Table 1 shows data derived from one such ifge for access, customers may have little incentive to
vestigation. Flow measurements were taken at 1£&9 off during prolonged idle periods.
A’s border routers, with ISP{ representing AT&T  Figure 4 depicts the measured distribution of call
WorldNet, and ISPB another ISP that at the timdholding times of AT&T WorldNet dial sessions (ob-
was reachable only via the four NAPs listed: AADSained from the Call Record Journal) measured when
MaeEast, PacBell, and Sprint. These measuremeti§,service had a flat fee. The linear slope on a log-
taken over the course of a week, showed flows Heg scale is characteristic offeeavy-taileddistribu-
tween the two ISPs to be sufficiently balanced th#@n. (The sharp cut off at the upper end is due to
a private peering agreement was struck, with cog&slisconnect policy for sessions lasting 24 hours, in
split evenly. force at the time.) Closer analysis joining customer
registration data with the session usage data, carried
outin early 1998, revealed thiit; of the users (those
with monthly usage exceedirig0 hours) accounted
How should an ISP market dial access, to gain afad about30% of the usage minutes.
hold market share, while making an adequate returnAs a result of analyses of this type, AT&T World-
on investment? To make their service attractive, ISRet offered a new pricing plan, which became effec-
must place dial POPs (Points of Presence) at loti@e in June of 1998, providing up to 150 hours of
tions that potential customers can reach via an wgervice for a fixed monthly fee, and a usage sensi-

log1.0(

1 3
log10(u)

4.5 Dial Service Pricing
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they can make an unmetered telephone call to a POP.
This study uses information about local calling areas
to optimally place new POPs in order to maximize
the number of telephone lines that can make local
calls to them.

Churn: New dial customers represent an investment
for any ISP. Understanding the reasons subscribers
churn (i.e., leave the service ) provides information

ol ‘ ‘ ‘ ‘ about how to improve service and can help target

2 4 6 8 10 12 marketing. Predicting churn rates is part of forecast-
Month in 1998 ing expenses and revenues. Based on the the Call

Record Journal and the Registration Records, this

Figure 5: (Normalized) number of WorldNet heaV¥tudy suggests that churning and non-churning cus-

users, i.e., those using service more than 150 ho%r ers show quite different usage profiles early on in
per month. Usage sensitive pricing beyond 150 ho‘fﬁséir subscription history

was announced 4/98, effective 6/98.

0.2 r

Normalized Heavy Users

Scaling Analysis:Analysis of the time series of
packet arrivals has revealed new scaling structure in

tive charge for service beyond 150 hours. The réit€rnet tra_lffic: s_elf-similari_ty at Ipng time_ scal_es;
sult was dramatic. Starting from the time the sef-change in scaling behavior at intermediate time-
vice was announced (and before it became eﬁé:&ales; and multifractal scaling at short timescales.
tive), usage patterns began to change; in particullp€Se phenomena can be related to the presence of
heavy users began logging off, effectively cutting tfd0Sed-loop controls, such as in TCP, or open-loop
heavy tail. This is illustrated in Figure 5. InternafOntrols, such as in UDP applications.

and independent measurements indicated significant

improvements in access availability; the chance
connecting to the service on the first call attempt i

creased significantly.

Of course, pricing plans come and go in respong\ée have presented a measurement and analysis in-
to market forces. However, this study helps to uffastructure for characterizing the usage and behav-
derstand the qualitative effects of the plans. Unlinfr of_IP network_s. The infrastructure comprises both
ited usage billing leads to the growth of a small corpassive and active measurement elements deployed

munity of heavy users consuming a disproportiondfe AT&T'S commercial [P network. These mea-
share of resources. Limited usage billing can effegdrement elements continuously feed data to a large,

tively reduce the impact of such heavy users. high-performance data repository at AT&T Labs. We
have also described a number of studies carried out

. using the different forms of data in the repository.
4.6 Other Studies The variety of measurement data at our disposal, to-
In this section we have focused on some applig@ether with the ability to correlate multiple sets of
tions of our measurement data to network desigfata, enable new and important characterizations of
engineering, operations, and marketing. Many oth®any aspects of the Internet.

studies have been conducted using these and other

data sets that we have not yet described. We mention

some of these studies here. References
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