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Abstract—The objective of recent research in fair queueing schemesl
been to efficiently emulate a fluid-flow generalized (weight® processor
sharing (GPS) system, as closely as possible. A primary meétion for the
use of fair-queueing has been its use as a means of providingtdwidth
guarantees and as a consequence end-to-end delay bounds tiaffic with
bounded burstiness. The rate guarantees translate to schelihg weights
which are set when admission control is done. A consequencéfair queue-
ing systems closely emulating GPS is that when one or more ceections are
not backlogged, any “excess” bandwidth is distributed to baklogged con-
nections in proportion to their weights. However, weights & set based on
the long-term requirements of traffic flows and not in any stae-dependent
manner that reflects instantaneous needs. In this paper, weugstion the no-
tion that queueing systems should closely emulate a GPS sgst. Instead of
emulating GPS, we propose three modified scheduling schemehich pre-
serve the rate guarantees of fair queueing (and hence prese¥ determin-
istic delay bounds) but adaptively redistribute the excesdandwidth such
that either losses are reduced or delays equalized. We comeathe per-
formance of the proposed schemes to that of fair queueing usj different
traffic sources such as voice and video, as well as sources vlhhave aggre-
gate long-range dependent behavior. We find that the proposeschemes,
in comparison to packet GPS (PGPS), reduce packet losses aadrtail the
tails of delay distributions for real-time traffic and hence permit the use of
significantly smaller playout buffers for the same network bad.

Keywords—fair queueing, scheduling, jitter, delay bounds, real-time traf-
fic, traffic management

I. INTRODUCTION

Much research attention has recently been focused on thelagewent of
fair-queueing systems [3], [10], [19], [20], [21], [24] thawithin the non-
preemption constraints of a packet system, closely emflidteflow general-
ized processor sharing systems (GPS) and operate at higs{deemers, Ke-
shav, and Shenker proposed a fair queueing scheme thattethGIBS by using
a simulated fluid flow GPS system as a reference and basingpsaikeduling
decisions on the order of departures in the simulated GRSmy§ he compu-
tational burden of simulating GPS was reduced in the selflad fair queueing
scheme proposed by Golestani [10] which showed how fair giagLcould em-
ulate GPS without simulating GPS for reference. Subsequerit has led to
both improved emulation bounds, further reductions in comafonal complex-
ity and efficient methods for implementation [11], [20], [2124]. However,
there is no detailed examination of whether the exclusivelation of GPS is
always appropriate for all networking applications.

In this paper, we question the notion that queueing systeost emulate
GPS closely. A primary motivation for the expected use of €pieueing in
routers and switches is its ability to guarantee worst caskte-end delay
bounds for leaky bucket controlled sources [17]. Howeweguarantee worst
case delay bounds the scheduler merely needs to isolate flovtsat each
flow receives its guaranteed share of the link bandwidth[l9]. The guar-
antees do not depend on the property of GPS systems that tieedishares
of non-backlogged flows be redistributed to backlogged flowsroportion to
their guaranteed fractional share of link bandwidth (orieglently scheduling
weights). A fair queueing system need act as one only wheroahections are
backlogged. When excess bandwidth (i.e. bandwidth beydrad has already
been guaranteed to backlogged connections) is avail&gldéair queueing sys-
tem, instead of emulating GPS that distributes excess biditttaccording to
long term needs, should redistribute this excess bandwidthmanner which
reflects the current or instantaneous needs of backloggesl fie. a flow state
dependent redistribution). The redistribution policy ¢enpicked to optimize
measures such as packet loss probabilities or to contraatiseof delay distri-
butions.

It has been shown in [1], [23] that even when a FIFO schedslaséd and
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all sources are leaky-bucket shaped, the mean and 99thnpitzce delays are
much lower than the worst-case bounds guaranteed by a GRS.ddowever,
there are service disciplines that can distribute the baittin a more elegant
manner. Panwar et.al. [16] showed, that the shortest tiregttoction policy is
actually optimal for scheduling customers with deadlinéstthermore, a pol-
icy that simply serves the longest queue has been shown tiredgss buffer
space to prevent buffer losses than FIFO or other per-floeiglises [6], [13].
Similarly, policies that serve the queue that is more likelyiolate a bound are
proved to provide optimal buffer utilization [9]. Howeveych disciplines by
themselves cannot provide any bandwidth guarantees. WGtioav bandwidth
constant bit rate connections are likely to starve for lamgrvals of time, un-
til their queue becomes at least as large as the queues afyhiearsty, high
bandwidth connections. Similarly, users that can accefgrafeant loss rate,
using some form of Forward Error Correction, can increase throughput by
simply sending more packets. There is no method to conteobindwidth of
individual users.

We propose three modified fair queueing schemes that aéaptadistribute
excess bandwidth while, like fair queueing, guaranteeaadlow its specified
share of the link bandwidth. This preserves fair queueiabikty to provide
worst case end to end delay bounds and the schemes work ilikguisueing
when there is no excess bandwidth. In addition, the schemmadde worst-
case fairness, bounding the time that a connection may patrsgservice. The
excess bandwidth, however, is redistributed as follows:

1. Longestdelay first (LDF) that serves the flow with curremgest delay.

2. Least time to overflow (LTO) that serves the flow with minmmdiffer-
ence between maximum allowed delay and current delay.

3. Least time to overflow with leaky buckets (LTIB) that serves the flow
which would cause buffer overflow first if worst case arriviadgpen.

We compare the performance of these policies to PGPS usthgrace driven
simulations as well as simulations with traffic models forizas types of
sources.

The LDF policy uses excess bandwidth to reduce the variahtteeadelay
distribution. This has the benefit of reducing the playoufdsuor voice and
video sources. Simulations with video traces and with voai#ic show that in-
deed this policy performs better than PGPS without any ieewf worst case
guarantees. Since the deviation from the maximum allowéalyde not taken
into account, flows with small delay bounds (like voice) get@st no excess
bandwidth in the presence of flows with large delay boundaglterm conges-
tion or small errors in assigning weights can result in thfeses experiencing
losses much more than flows with large delay bounds. The LTigypwies
to minimize packet losses by assigning excess bandwidterihd assumption
that the flow which is likely to overflow the quickest has thestiastantaneous
bandwidth need. In doing so, it takes into account the ctidewiation of each
flow from its maximum allowed delay. Simulations with a mix@BR, voice,
and video sources with very different delay bounds showttiisipolicy reduces
losses for all classes as well as reduces the variance of ielaach class. The
LTO_LB policy goes one step further by determining the connadtiat is most
likely to overflow its buffer under the assumption that aal¥sare leaky-bucket
shaped.

A scheduling and buffer sharing scheme that tries to gueessptecific delays
while ensuring loss-free behavior is presented in [7]. Qappsal is fundamen-
tally different from the scheme presented in [7]. We assuraedur system does
not have enough buffers to guarantee zero losses. So ouisgu#lito define a
system that will guarantee some specific delays and at the tian® zero losses.
Instead, we investigate the effect of state-dependentisding mechanisms in
minimizing the tails of the delay distributions while prdingisolation, and also
investigate the effect of such mechanisms on the numberftérbuhat need to
be reserved if limited losses are acceptable.



Il. ARCHITECTURE

Fair Queueing systems attempt to offer the samoemalized servicéo any
two connections that are continuously backlogged duringngerval of time
(¢1,t2], where by normalized service we mean the ratio of the offesrdice
and the allocated rate. The basic feature of such a systdmtis treats con-
nections in the same way, irrespective of their burstindéssacteristics. Our
claim is that end-users are not necessarily interestedair diftribution of free
bandwidth. Instead, for many applications, end-users aly interested in
minimizing their packet losses or seeing low tails in theilay distributions. Of
course, the queueing scheme must be able to provide somangess regard-
ing worst-case service offered to a connection when thesyst fully loaded.
Isolation and protection requirements such as these wdireeden [1] as nec-
essary to protect the system from misbehaving users thigryvib monopolize
resources.

A. Preliminaries

The definition of our state-dependent queueing system heesethodology
presented in [20] for designing fair queueing systems. Ththod is based on
the class of servers called Rate Proportional Servers (RiP8)key conceptis a

virtual time functionv; (¢) or system potentiassociated with each connection

in the system that represents the total normalized serffiered to a connection
during its backlogged periods. The virtual time of a conivecis defined as
a non-decreasing function of time during a system-busygefVhen connec-
tion ¢ is backlogged, its virtual time increases exactly by themadized service
it receives. That is, for any interval of tin(e-, ¢] that connectior is continu-
ously backlogged,
vit) = vi(r) = Lmt),
gi

where,W; (, t) denotes the amount of service received by sessthuring the
interval (7, ¢] andg; is the scheduling weight allocated to connectioWhen
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Fig. 1. Scheduling System

B. State Dependent Fair Queueing

An illustration of the logical structure of our system is geated in Figure 1.
Initially, all arriving packets enter per-connection gasun a shaper device. A
packetis considered as having arrived to the system onipwieelast bit of the
packet arrives to the system. Similarly, packet servicersiered to be com-
pleted only when the last bit of the packet has been serveelshiiper releases
packets to the scheduler with a rate exactly equal to theatko. We denote
by S;(r,t) the service offered by the shaper to connectidaring an interval
of time (, ¢]. Packets are transferred from the shaper to the the schedtiie
infinite capacity. LetR;(r, t) denote the service offered by the RPS scheduler.

Packets that have not become eligible for service remaihércorrespond-
ing connection queue in the shaper, while all the eligiblekets wait for ser-
vice in the RPS scheduler queue. Service is always provided the RPS
scheduler queues, as long as packets are available theren sfhscheduler
queues are empty, state dependent schedul@DS) is invoked and selects a
packet from the shaper queues for transmission. The seoffieeed to a con-
nection does not change the state of the shaper. Let us deitot®, (¢1, t2)
andZ;(t1,t2) the amount of traffic that is forwarded and serviced by the SDS

the connection is idle, however, the virtual time of the cection is updated Scheduler respectively. If the state dependent schedsilenik-conserving,

through thesystem virtual time The system virtual time is a non-decreasin

function of time that keeps track of the progress of the tatatk done by the
scheduler. When an idle sessiomecomes backlogged at timgits virtual time

gigen the system is work conserving as well. Note also, thaevfery timet,

i(t1,t2) = Z;(t1,t2). We will refer to these systems as simply FQ-SDS.
An argument that can be made against the above adaptivéesolis that

v;(¢) is set tov(t) to account for the service it missed. Schedulers use differed greedy user will always receive more bandwidth. In suchse casers may

functions to maintain the system virtual time, giving rigewidely different
delay and fairness-behaviors. Exactly this flexibility b&trate-proportional
servers allows a simple implementation of the system witlioel requirement
of simulating in parallel a fluid system.

request less bandwidth and try to receive more by sending imansty traffic.
Limiting such behavior can be explicity done in many ways.e Bimplest is
policing. In most networks that provide some type of guaeastit is reason-
able to assume that there is some kind of policing. So mishegasers will be

At any instantt, the scheduler services only the subset of connections wig@sily isolated. If policing is not a viable option, the atiappolicies can them-

the minimum virtual time, and each connection in this subseives service in

selves be tailored to counter greedy behavior. Insteadobdrg the user with

proportion to its reserved ratg. Thus, the scheduler can be seen to increase tHeaximum queue length or the minimum time to overflow, we cangkample,

virtual times of the connections in this subset at the satee rapacket server
approximates this behavior by sorting the packets in theraséitheir finishing

virtual times under the fluid server, and transmitting theninicreasing order
of the finishing virtual times. The finishing virtual time dfd kth packet of a
session, arriving at the scheduler at timeis computed as

Lk
+ _l7

FF = min(FF1, u(t))
i

7

@

WhereLf is the length of the packet agl the allocated rate of sessionThat
is, the finishing virtual time is computed by adding the seetime of the packet
at the allocated rate to its starting virtual time. The laiteturn, is the minimum
of the finishing virtual time of the previous packet receifexn sessiori, and
the current system virtual time.

Atthe time that a connection becomes backlogged, its Vititma is updated
based on the system virtual time function that keeps tratkeoprogress of the

pick the second such candidate. In this case, users thastanty overflow the
buffers cannot depend on receiving any excess bandwidthi] itot be in their
best interests to be excessively bursty.

C. Redistributing Excess Bandwidth

This section describes the schemes that we use for the stp¢éedent com-
ponent of our schedulers. Note that this component is uslyd@mnedistribute
the excess bandwidth and does not affect the guarantesd Téie basic idea is
that the scheduler, in picking connectionsto serve, shasgdnformation about
the state of connections so as to minimize packet lossesceaaerage delays
for some traffic classes, or shape delay distributions.

Simple Longest Queue First has been shown to minimize theabypacket
losses in a system with finite buffers [16]. Here, the schexdaiways picks a
packet from the longest queue for transmission. Howevehefarrival rates
and guaranteed shares are such that the expected delaye avet ghe same
for all connections then the longest queue first scheme Withys favor high

total work done by the scheduler. When an idle sessioecomes backlogged delay (and generally high bandwidth connections). Alsdyffer allocations

at timet, its virtual timev, (¢) is set as
v; (t) = max(v;(t—), v(2)),

to account for the service it missed. Rate-Proportional&srmay use a wide
range of functions to maintain the system virtual time, e function cho-
sen must satisfy two fundamental properties: First, duaimginterval(;, ¢2]

are not the same, serving the longest queue first may leadfer buerflow for
connections with a low buffer or low relative bandwidth garstee.

To account for these differences in buffer sizes and bantiw@tjuirements,
we can simply weight the queue size by the allocated bantviidmake the
scheduler a Longest Delay First scheduler. The schedwdardkes the excess
bandwidth to try and equalize the delays of all connectionthé system and
minimize the packet losses if buffer sizes have been alcptoportional to

within a system-busy period, the system virtual time fumttinust be increased bandwidth requirements. We will refer to this algorithmR&3-LDF.

with a rate of at least one, that is,

’U(tg) - ’U(tl) Z t2 - tl. (2)
Second, the system virtual time function must never exdeedittual time of
any backlogged connection. These two conditions are seiffico achieve a
delay bound equal to that of PGPS.

Note that this still does not take into account the maximulowadd delay
for each connection. An enhancementto FQ-LDF is to explititke into ac-
count the different delay requirements that applicatioay tmave. We would
like to be able to allow low maximum delays to voice sourcemawhat higher
maximum delays to video sources, and much higher maximuaysdéor data
sources. Also, constant bit rate sources may require egtydow delays, even

when their bandwidth allocation is very low. To account foege differences, a



maximum delay, that is usually a function of the buffer adited to a connection,
is associated with each connection. The scheduler servegections that are
most likely to exceed their allocated maximum delay. Dgtdenote the maxi-
mum delay allocated to connectianLet us also denote by; = Q;(¢)/g; the
delay that the last packet of the queue associated with tmatection at time
t may see. The connection that should be served is the onesthradrk likely
to overflow and exceed its delay bound. Thus, connectionsidhe served in
increasing order of theD; — d;) values.

The above schemes have not taken into account other chasticseof the
source that may be known during admission control. Chariatites could be the
maximum burst that can be transmitted by a connection oeigk arrival rate.
For example, if sources are leaky bucket shaped, as is tleefaasources in
the Controlled Load traffic class, we could use this infoiorato predict future
arrivals from sources and calculate more precisely the ections that are likely
to overflow or see delays higher than the allocated. In systenere a dual, or
multiple leaky bucket is used to shape the input traffic, dlamapproach can
be used. In fact, we do not require that a connection is shiaypadeaky bucket.
All we need is that there is a function specified that providé&smation as to
the maximum burst that can arrive for a connection, as wethasvorst-case
time that this burst may arrive.

The main idea consists of tracking the state of the connettised on its
packet arrivals. This tracking is similar to the policingh@ition that is used
to drop packets from connections when they exceed thefictiggecification.
Based on the state of the connection we can estimate the-vasstarrivals for
a given connection. In order to minimize the effect of warase arrivals for
connections, we can serve connections in a way that willmize the proba-
bility that they will be penalized for such an arrival patterNote, that since
the system is only distributing the instantaneous avagl@bindwidth in a state
dependent manner and since connections are unlikely totkeirdvorst case
traffic at the same time, such an approach may lead to sigmificgorovements
in maximum delays or packet losses.

Let B;(7,t) be the function that describes the maximum amount of traff

that can arrive for connectiarduring the interva{r, ¢] and let4; (r,t) denote

the actual arrivals from sessianduring the same period. That is, for every

interval (, ¢]:

A; (Tvt) S B; (Tvt) (3)
Then at timef, a maximum burst equal to
AB; S Bi(Tvt) - A (Tvt) (4)

may arrive with the peak rate. If the queue size of connectisrequal toQ; (¢)
and the maximum buffers allocated to that connectiorbarénen a connection

may overflow if
Bi—Qi(t) > AB (5)

Among the connections that may overflow, we will select tmsrait a packet
from the connection that may overflow sooner, if the maximwrsbarrives
with the peak rate allocated to that connection. Or,
ABy,

Py
whereP; is the peak rate allocated to connection

) (6)

J = Mink g, —Qu(t)>aB,(

II1. ANALYSIS
A. Preliminaries

Definition 1: A system busy periodis a maximal interval of time during
which the server is neveridle.
During a system busy period the server is always transmigtackets.
Definition 2: A backlogged period for sessiofis any period of time during
which packets belonging to that session are continuouglyed in the system.

Let Q;(¢) represent the amount of sessiomaffic queued in the server at time

t, that is,
Qi(t) = A;(0,t) — W;(0,1).
A connection is backlogged at timtef Q;(¢) > 0.
Definition 3: A session busy periodis a maximal interval of timéry , 2]
such that for any time € (7, 7], packets of connectionarrive with rate
greater than or equal tg, or,

Ai(r1,t) > gi(t = 11).

B. Worst-Case Performance

In [19] it was shown that any RPS scheduler has the same wasst-per-
formance as a Weighted Fair Queueing scheduler, and it cangtharantee the
same worst-case delay bounds. However, the addition ofithy@isg mechanism
and the state dependent mechanism affects the arrivatpatt¢he scheduler.
The intuition is that the SDS scheduler is only invoked wheere is a free
bandwidth available. Worst-case performance usuallyrassta fully utilized
system. We will now show that the worst-case service offéngthe system
as described above is not affected by the method by whichifaeelwidth is
distributed.

Our main goal is to provide a lower bound for the service effieby the
system to a sessianduring a session busy period. Note, that according to our
definition a session busy period is defined as the maximatltef time during
which the traffic arriving for that connection is at least aho the allocated
bandwidth. Notice, however, that the traffic that arriveshie RPS scheduler
can be lower than the traffic arriving to the system. The redspthat the
connection receives excess bandwidth from the SDS servext ieans, that
the busy periods that the RPS scheduler sees for a connéatiay be different
than the connection busy periods as seen by the system. dsjste verify,
however, that a busy period in the RPS system can continaeth# end of
a busy period as seen by the whole system. We will first conside fluid
modeled RPS system. Let us denote Witif' (7, t) the service offered by the
fluid RPS server and WitWiP(T,t) the service offered by the corresponding
packet-by-packet server.

Lemma 1: Let T be the beginning of a busy period for connectionThe
worst case offered service to connectidior any time¢ during the same busy
period is bounded by

WE(r,1) > gi(t = 7)

The proof is in the Appendix. The basic idea is that since tiapsr is of-
fering service at least equal to that reserved for connectite scheduler will
i%Iways have enough packets to service connectinith a rate equal to the
reserved.

Note, that we have made no assumption for the SDS server. Wehoa
assume that it is a packet system. In addition, the packeft@ddRPS systems
see exactly the same arrivals, and they are both work congesystems. Thus,
in both systems, the SDS server is serving packets duringatime intervals of
time. Thus, if the packet server offers different servicantithe fluid server,
this difference is due to the discrepancy between the pdnketcketand fluid
RPS server. But we know from [19] that this difference is bdeohbyZ; /g; +
Limaz /v WhereL; is the maximum packet size for connectioil a4 is the
maximum packet size of any connection in the serverraisdhe link capacity.
We can thus write:

Corollary 1: The worst case offered service to the packets of;tite busy
period of connection that started at time is

L; L
P
Wort) > gt —7 - — - %X

k2
This Corollary is a sufficient condition to prove that theteys offers the same
worst-case end-to-end delays as PGPS under the rate-pooadassignments
[19].

C. Worst-Case Fairness

Worst-case fairness was initially defined by Parekh in [hid] later expanded
by Bennett and Zhang [24]. The measure is based on the wasstdelay for
clearing the backlog of a session's queue. According tofttigvery session
that is continuously backlogged during the interizal, ¢-],

Wi(t1,t2) > (t2 — t1)gi — Ci, (7)
whereW, (¢1, t2) represents the service offered to sessidaring the interval
(t1,t2], andC; is a constant. We will call the smallest value®@f satisfying
this inequality as thevorst-case fairness indédVFl). Bennett and Zhang [24]
defined a fairness parameter based on the smallest valge sétisfying the
inequality, and normalizing it to the allocated rate of teesson.

The worst-case fairness index measures the deviation betie service
received by a session in the packet-level scheduler ancetivies received by
the same session in a corresponding fluid server, where #iseses serviced

A session busy period is the maximal interval of time durirgal if the session at a rate ofy; at each instant. Minimizing this parameter improves thffitra
were serviced with exactly the guaranteed rate, it wouldaiansontinuously mix at the output of the scheduler [24]. However, it shouldhbéed that this

backlogged. It is important to realize the basic distinttietween a session parameter does not specify how the free bandwidth left oyddle sessions
backlogged period and a session busy period. The lattefireedieonly in terms is distributed across the active ones. Specifically, evethi® algorithms that
of the arrival function and the allocated rate. Thus, theylpeyiod serves as distribute the free bandwidth in a state dependent manmezaw show that they
an invariant for evaluating the worst-case behavior okdéht scheduling algo- offer the same worst-case fairness as Worst-Case Weighte@#&eueing [24].

rithms under the same arrival pattern. The proofis in the Appendix.



IV. PERFORMANCESTUDIES

We simulated the system shown in Figure 1 using a variety wfcgs to gen-
erate traffic and using the different schedulers (FQ-LDRKLFQ, and PGPS)

that were described in the previous section. In the simdisystem, each source

is connected to a leaky bucket shaper. The shaper is comheaten access line
to the multiplexing system. For each connection, the scleedin the multi-
plexer maintains a separate buffer whose drain time at tlaeagteed rate is
equal to the connection's maximum allowed delgy The sources used are:
1. Two-state exponential On-Off sources: We used these tdagencom-
pressed voice sources and so used small maximum alloweysdiela
these sources. The mean load generated per connectioisfiff link
capacity.

. Video teleconference sources: We used the DAR(1) modalhnik a
Markov chain determined by three parameters: the mearanegi and
one frame-lag correlation. The transition matrix is computed as:

P=pl+(1-p)Q (8)
where | is the identity matrix, and each row of Q consists ef tiega-
tive binomial (or gamma) probabilitiesfo, ..., fx, Frr) whereFy =

buffer allocation of 5 packets. Voice sources are also guaeal their mean rate
and have a maximum buffer allocation of 1200 packets (ab6uh4 delay at
their guaranteed rates). Video sources are guaranteethtes their mean rates
and have a buffer of 12000 packets. Data sources are givege baffer of
40000 packets. Since they are not delay sensitive, theyamagteed a rate be-
low their mean rate. Data sources are expected to use somethgs bandwidth
from the other classes to make up for their allocation bel®irtmeans.

Figure 4 shows the box plots for mean delays aad* percentile delays for
the voice (exponential on-off), video, CBR and data clas$ée PGPS sched-
uler gives excess bandwidths to the data class in propddithre weights. Since
the data class has a very large delay allowance, the FQ-Lfi€dsier gives pri-
ority to the low delay classes in the distribution of exceandwidth. Conse-
quently, the lower delay classes have very compact delagtdisons whereas
the very high delay data class (which also has underalldcataranteed band-
width) has better tail behavior with PGPS. The FQ-LTO schexhchieves what
one would want in this mixed scenario. Worst case delay bsarelalways met
even for data (if itis given appropriate guaranteed rafBsg. lower delay classes
have very small tails and hence need drastically lower plélyaffers than when
using PGPS.

Finally, we study the situation where we have the same mixoafees as
before but their guaranteed rates are different even wiahsource class. We

Y k> s Jx andK is the peak rate. The DAR(1) model matches the AYeliberately seD;s to be below what they would be if allocation was strictly

tocorrelation of the data over approximately hundred fréexge and has
been shown to be a model of video teleconferences accuratgbrior
traffic studies [5]. We used video sources with a mean ratesofbps, a
peak-to-mean ratio of 5, and= .98.

. CBR sources.

. Data sources. These were modeled as On-Off sources wigeoattime
is Pareto distributed, and the off-time is exponential. d@kasity of the
Pareto distribution is given by

f(x):ak_l(k—l)/ack,x >=a,a=(k=2)/(k—1)u 9)

based on deterministic bounds, i.e, we assume that sorsistdimultiplexing
will happen. The question then is how well LTO, which triegptrevent buffer
overflows and minimize delays, compares with PGPS. Theteearg shown in
Figure 5. We get very low average delays for real-time sa@jricecomparison
to the delays experienced under PGPS, even when their bdtidaliocations
are very low. This is because tle;s are set low for real-time sources, and
some of the excess bandwidth which would have gone to datzeounder
the PGPS scheme is now used to further reduce the delayd tifmeasources.
The differences in delays between LTO and PGPS can be vehydsigs seen
by comparing delays for the voice class. Note that if datificrlnsses must be
prevented, this can be done by giving those connectionspoppate weight.

We setk = 5/2, resulting in infinite variance of the on-times and long-

range dependence in the aggregate traffic [12], [22]. Thenroeaime
was set to 6 packet transmission times and the mean off-6r@eQ.
The leaky bucket shapers were turned off by setting the@noktes equal to the
access line rate.

We first compared the performance of FQ-LDF with PGPS (whscéirnu-
lated exactly) using only one type of source. Table | shoveketloss rates for
different small buffer sizes from a simulation with 32 vomeurces. All con-
nections were served with equal weight and the utilizatioatiout .98. At this
high load, PGPS typically has twice the losses of FQ-LDF &aistribution of
excess bandwidth to the longest delay queue reduces thegedgltoss rate. We
find similar results of lower loss rates for FQ-LDF with vidsources as well.
With Pareto sources, the loss rates are mostly similar foLB® and PGPS.
This can be accounted for by the heavy-tailed distributiohthe on periods.
From this property it follows that the most likely manner ihigh a large burst
in the aggregate over all such sources occurs, is that tise dfusne source is far
larger than the rest. (Such consequences of underlyindgtenfiariance models
have been termed the Joseph and Noah effects; see [14], 46§} of the other
sources have non-backlogged queues and both schedukersgst of the avail-
able bandwidth to the one very long queue. Hence, PGPS andJend to
behave almost identically.

Apart from packet losses, we also compared the delay diitio resulting
from FQ-LDF to that of PGPS. For the 32 voice source simutatiith large
enough buffers to avoid packet losses, Figure 2 shows thizdguencies (the
number of times a given delay is exceeded) on a log scale. Tdie ghow
that FQ-LDF needs significantly smaller playout bufferatRP&PS. We see the
same effect for video sources from the boxplots in Figure I3e tilization is
.88 and the buffers are large enough so that there are nsloBEse distribution
of mean delays experienced by different connections witlLB® and PGPS is
shown in the boxplots by showing the median (the line in theédiei of the box)
of the means, the quatrtiles (the upper and lower edges ofakeclosing the
median), and by showing the range of values outside the itpsably the lines
extending out from the box. The curtailment of the tail of theday distribution
due to the use of FQ-LDF is evident. Thus, for similar loadslHJ- has a
lower playout buffer requirement than PGPS.

Next, we compare the performance of FQ-LTO with PGPS. FQ-Li3és
the excess bandwidth to equalize delays and it works verywn all sources
have the same allowed delays. When different sources hfieeetit maximum
allowed delays, the FQ-LTO scheduler which takes delaysactount is ex-
pected to perform better than FQ-LDF and PGPS. We use 32 e®with 8
sources from each of the types described before. CBR soareaguaranteed
their mean rate. They generate at most 2 back-to-back peakdthave a small

V. DISCUSSION ANDCONCLUDING REMARKS

The main contribution of this paper is the modified fair quegeroposal
that redistributes excess bandwidth in a state dependemtenalhe drawback
of GPS that all fair queueing systems inherit in their closeikation of GPS is
that GPS severely restricts state-dependent bandwidtihghd'he only state-
dependency in GPS is in the number of backlogged connectibimsre is no
further latitude and sharing is determined by the guaraaies which are set
based on long term needs of the connections. This restriciiobandwidth
sharing is more stringent than that necessary to presereg prioperty of fair
queueing, the ability to guarantee delay bounds for leakiétcontrolled traf-
fic sources. Consequently, for many applications, there rsered for fair queue-
ing systems to emulate the potentially suboptimal excesdwith sharing of
GPS.

With this in mind, we propose modified fair queueing schenhes emu-
late fair queueing only in that they provide rate guaranteesbehave like fair
queueing when all connections are backlogged. This is firffitco guaran-
tee worst case delay bounds using our scheme. Furtherrherschemes we
propose are worst case fair. Our schemes do not emulate GRe#isd for ex-
cess bandwidth redistribution. Instead, we proposed tmethods (the longest
delay first, longest time to overflow, and longest time to foertaking into
account leaky bucket states) for redistributing the exbesglwidth. Simula-
tions show that the FQ-LDF and FQ-LTO policies perform vegfhin compar-
ison to PGPS. The adaptive bandwidth redistribution resipeeket losses and
makes the delay distributions less skewed. The control laydein compari-
son to PGPS, is very significant when very delay sensitifédrauch as CBR,
is mixed with traffic with more laxity in delays. The low delalass has very
short tails in comparison to PGPS and hence would need mugr lplayout
buffers. Analytical explanation of our simulation resuttenains a challenging
problem. Unless the fairness requirement of GPS is reqéorgublicy reasons,
fair queueing systems can improve their performance bytadagdistribution
of excess bandwidth without losing their worst case fasr@®perty or their
ability to guarantee worst case delay bounds.

Similar extensions of our scheme can be easily applied terdjtpes of
schedulers based either on Earliest Deadline First [8]nd@ervice Curves [2].
Note, that both of these approaches define how packets msstrbed in the
worst-case so as not to violate some specific delay boundaeww, there is
no requirement as to how packets can be served if there igbleafree band-
width in order to minimize the tails of the delay distributey Actually, for
both of the above approaches there is no harm if packetsaarentitted earlier
than expected. Our adaptive bandwidth redistributionri@gres only define the
method for selecting packets when excess bandwidth isadoleiil



Buffer size in pkts/conn| Cell Loss Ratio:PGPY Cell Loss Ratio:FQ-LDF
75 13.18e-3 8.3e-3
100 8.198e-3 4.938e-3
125 5.61e-3 3.61e-3
150 4.245e-3 2.849e-3
250 2.061e-3 1.025e-3
350 9.614e-4 1.054e-4
425 4.876e-4 <1078
500 2.8478e-4 <1078
TABLE |

CELL LOSSRATIOS FOR32 EXPONENTIAL ON-OFF SOURCES WITHSHORT BUFFERS
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WORSTCASEFAIRNESS OFFQ-SDS whereQF (7) is the backlog of sessiarat timer, L; the maximum packet size
Let us denote by, the times that a packet is released by the shaper to thésession, andl, ., the maximum packet size across all sessions.
RPS scheduler. In order to be able to calculate an exact biouride worst-  Proof: Let us denote with;, the time at which the:-th packet of session
case fairness we need to account for the fluid server that Bf& $ystem is is released from the shaper to the scheduler. Note thatitiésis identical in
simulating. Let us assume thWiF(T, t) is the service offered by this fluid to both the fluid and packet versions considered. We will préneetheorem for
server to connectionduring an interva(r, ¢]. We will first prove the following each instant in the interval(ty, t541]. Let, Qf(t) be the backlog in the fluid
lemma: server at time ande’(t) that in the packet-by-packet server. By Lemma 2,
Lemma 2: Let W[ (7,t) be the service received by sessiom the fluid  the service offered to sessiomfter timet,, is with a rate at least equal tg,
RPS system during an interviat, ] in which it is continuously backlogged. If and without any latency.
attimer a packetwas released from the shaper then, Let us assume that the backlog of connectiimcleared at some time' in

P the fluid server. Then we can write
Wi (r,t) > gi(t = 7).

Qf(y = Wi
F F
Proof: We know that since the beginning of the system busy periosttaper = W (G tegr) + W (Beg, 1)
releases packets with rate equayto We also know that the connection virtual > WiF(t, thq1) + max(g;(#* — thp1),0) (22)

time is increasing by the normalized service offered to threnection, when the

connection is not idle. Otherwise, it increases based osytaem virtual time. \We assume that if* < try1, then W,‘F(tk+17t*) — 0. We can re-write
Let us denote with’ < 7, the last time that connection virtual time was updategq. (22) as

by the use of the system virtual time. Thus, for tithe

QF () - wf(t,tin)

u(t') = vi(t') (10) < ot + = -
Obviously, this happened after an idle period of connectidrere the connec- QE() = WE (t,th41)
tion virtual time has remained behind the system virtuaktifhis update was < (g =)+t 4 . (23)

i



The above equation holds for the fluid sever. The time to dleabacklog at Thus, Eq. (31) becomes
time ¢ in the fluid server is thus given by’ (¢) = t* — ¢. The packet sever

may lag the fluid server at most by the transmission time of ket [19]. P QF (1)
Therefore, the timel” (t) needed to clear the backlog of connectioin the di (t) < (tep1—H+—
packet-by-packet server after timé bounded by

i

—(L; + AW) + min(LF + AW, r(t — #1)) + Lmaa

L
G <l @+ " e
-
P&y = WF(¢,¢ L
< HL, g‘l ( tat1) + (trt1 — ) + % The right-hand side of the above equation is maximized whgr- AW =
¢ t — t). Therefore,
4y ")
To evaluate the above expression, we will consider two s¢paases. dP(t) <ty — iy — Lf + AW n Q,P(t) n Limaz
Case 1:Q?(t) > QF (t). Let L* denote the size of thieth packet of session : - + r 9 r
Then,
y < f;_’“ _ L tAW N Qf;(t) N L,:w
A 2 k2
WiF (t7 tk+1) - .g_l B WlF (tl“ t) QP(t) Lmax 1 1
: < LR ph— - )
L; ok g r g T
> — —min(L],r(t — tg)). (25) P
9e < Qi_(ﬂ+]:’"i+];.(i_l) (35)
g ) k2 ) .
From Eqg. (24) and (25) we can write g " ge T
QF(t) Lk T This concludes the proof of Theorem 1. Note that the worsedairness
dY(t) < (tpgr — ) + =2 - 4 4 min(LF, r(t—t5)) + —22. (26)  index of (Limaz/r) 4+ Li/g; — Li/r given by the theorem is identical to that
- gi gi r of WF2Q [24].

By using the hypothesis thél? (t) > Q£ (¢), this becomes

sz(t) Lf +min(Lk7r(t_tk)) Lmaz

af (1) < (trar = 1)+ : + = (27)
gi gi gi r
The right-hand side of the above equation is maximized whfee= r(t — ¢,).
Thus,
L QF() L¥ L¥ Lo
df’(t) < (tk+1_tk__l)+ﬁ__l+_l Zmax
r gi gi gi
PHIC 1 1. Lmax
S
gi gi T r
PHIC 1 1. Lmax
< DLy e (28)
gi gi T r

Case 2:QF(t) > QF(¢). In this case, lenNQ = QF(t) — QF (¢). We can
re-write Eq.(24) as

df’ (1) < (te1 — 1) +

P P
Qi () +AQ Wi (t trt1) n Lmam. (29)
T

gi i

At time ¢, the packet-by-packet server has offered more servicertnemion:
than the fluid server. However, packett- 1 has not yet been released by the
shaper. Thus, the additional service that fluid server haff¢ountil timez¢_;

is equal to the additional service that the packet-by-peséerer has offered
until time ¢, plus the service it will offer until time; 1., . That s,

WE(tthg1) = AQ + WE (t,1541). (30)

From Eq. (29) and (30),

df’ (1) < (g1 — 1) +

P P
Qi (t) _ W@ (tvtk-l-l) + Lma.r ) (31)
r

gi i

Notice that at time;, the packet-by-packet server can only be behind the fluid
server. Let us assume without loss of generality, that

WE(0,tx) = WE(0,1,) + AW. (32)

For the service offered to connectibhy the packet-by-packet server after time
t, we can write

WE (1) = W (b tegr) = W (1)
> LE4+ AW — W (t, 1)
> LE 4 AW —min(L; + AW, r(t — t5)).

(33)



