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ABSTRACT
Recently, considerable research attention has been paid to graph
embedding, a popular approach to construct representations of
vertices in latent space. Due to the curse of dimensionality and
sparsity in graphical datasets, this approach has become indispens-
able for machine learning tasks over large networks. The majority
of the existing literature has considered this technique under the
assumption that the network is static. However, networks in many
applications, including social networks, collaboration networks,
and recommender systems, nodes, and edges accrue to a grow-
ing network as streaming. A small number of very recent results
have addressed the problem of embedding for dynamic networks.
However, they either rely on knowledge of vertex attributes, suffer
high-time complexity or need to be re-trained without closed-form
expression. Thus the approach of adapting the existing methods
designed for static networks or dynamic networks to the streaming
environment faces non-trivial technical challenges.

These challenges motivate developing new approaches to the
problems of streaming graph embedding. In this paper, we propose
a new framework that is able to generate latent representations
for new vertices with high efficiency and low complexity under
specified iteration rounds. We formulate a constrained optimiza-
tion problem for the modification of the representation resulting
from a stream arrival. We show this problem has no closed-form
solution and instead develop an online approximation solution. Our
solution follows three steps: (1) identify vertices affected by newly
arrived ones, (2) generating latent features for new vertices, and
(3) updating the latent features of the most affected vertices. The
new representations are guaranteed to be feasible in the original
constrained optimization problem. Meanwhile, the solution only
brings about a small change to existing representations and only
slightly changes the value of the objective function. Multi-class clas-
sification and clustering on five real-world networks demonstrate
that our model can efficiently update vertex representations and
simultaneously achieve comparable or even better performance
compared with model retraining.
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1 INTRODUCTION
Recently graph embedding, also known as graph (a.k.a network)
representation learning, has received considerable research atten-
tion. That is due to the fact that many real-world problems in
complex systems can be modeled as machine learning tasks over
large graphs. Direct representations of a vertex in such graphs are
usually by its adjacency vector and thus suffer from the curse of di-
mensionality and sparsity. The idea of graph embedding is to learn
a low-dimensional and dense representation for vertices in latent
space. The latent representations are learned with the objective of
preserving the structural information of the original graph into the
geometric relationships among vertices’ vector representations [1].
The learned vertex representations are regarded as informative
feature inputs to various machine learning tasks. Graph embedding
has been proven to be a useful tool for many machine learning
tasks, such as vertex classification [2], community detection [3],
and link reconstruction [4].

Prior studies have proposed several prominent graph embedding
methods [2, 5–9] (see Section 2 for a careful review). Unfortunately,
they are subject to three limitations. First, these methods have
focused on static graphs. However, the majority of real-world net-
works are naturally dynamic and continuously growing. New ver-
tices, as well as their partial edges, form in a streaming fashion. Such
networks are normally referred to as “streaming networks" [10].
Typical examples include social networks and collaboration net-
works. Those methods ignore the dynamic nature and are unable to
update the vertices’ embeddings in accordance with networks’ evo-
lution. Second, those methods are transductive. They require that all
vertices in a graph be present during training in order to generate
their embeddings and thus cannot generate embeddings for unseen
vertices. In streaming networks that constantly encounter new ver-
tices, the inductive capability is essential to support diverse machine
learning applications. Third, the time complexity of retraining in
those methods usually increases linearly with the number of ver-
tices. This makes simple adaptations of the above methods through
retraining computationally expensive, let alone the uncertainty of
convergence. Indeed, the few very recent works [11–16] adapted
from the above methods require either prior knowledge of new
vertices’ attributes to be inductive or require retraining on the
new graph. This presents a challenge for many high-throughput
production machine learning systems that need to generate the
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representations of new vertices in real time. In fact, a streaming net-
work’s structure may not change substantially within a short period
of time, and retraining over the entire graph is usually unnecessary.

To overcome the aforementioned limitations, we propose a novel
efficient real-time representation learning framework for streaming
graphs. In this framework, a constrained optimization model is for-
mulated to preserve temporal smoothness and structural proximity
in streaming representations. We show that the model belongs to
quadratic optimization with orthogonal constraints, which in gen-
eral has no closed-form solution. Therefore, we propose an online
approximation algorithm that is able to inductively generate embed-
dings for newly arrived vertices and has a closed-form expression.
In the online algorithm, we divide the task of streaming graph
embedding into three sub-tasks: identifying original vertices that
are affected most by the new vertices, calculating the embeddings
of the new vertices and adjusting the embeddings of the affected
original vertices. Since the change of a streaming graph within a
short time period, compared with the entire network, is small, the
algorithm only updates the representations of a small proportion
of vertices. Moreover, such an update does not require to retrain a
model or wait for convergence, has low space and time complexity
and thus our method is particularly suitable for high-throughput
production machine learning systems.
Contributions. Our research contributions are as follows:
(1) We propose a novel online representation learning framework
for streaming graphs based on a constrained optimization model.
Ourmodel simultaneously takes into consideration temporal smooth-
ness and structural proximity. Our framework is able to calcu-
late representations of unseen vertices without knowing their at-
tributes.
(2) We devise an approximation algorithm that is able to generate
representations in real time for vertices arriving in a streaming
manner. This algorithm is highly efficient. In particular, it does not
require retraining on the entire network or additional rounds of
gradient descent. Moreover, we prove that the generated represen-
tations are still feasible in the original optimization problem.
(3) We conduct extensive experiments on five real-world data sets
to validate the effectiveness and efficiency of our model in both
a supervised learning task (i.e., multi-class classification) and an
unsupervised learning task (i.e., clustering). The results demon-
strate that the proposed framework can achieve comparable or
even better performance than those achieved by retraining.

2 RELATEDWORK
Static Network Embedding. Recent developments in modeling
practical problems in complex systems by machine learning tasks
on large graphs have highlighted the need for graph embedding.
In graph embedding, each vertex is mapped to a low-dimensional
vector, while preserving a graph’s structural information. Current
studies in this direction can be roughly categorized by different
types of structural information preserved in the mapping. LINE [5]
and SDNE [6] preserve the first- and second-order proximities,
with the difference that SDNE uses highly non-linear functions to
model themapping. Inspired by recent advances in natural language
processing, DeepWalk [7] and node2vec [2] preserve higher-order

proximities by maximizing the conditional probability of observ-
ing the contexts of a vertex given its representations. The crucial
difference lies in that node2vec follows a biased approach to sample
contexts. struct2vec [8] proposes to preserve the structural identity
between nodes in the representation. To achieve this goal, it first
creates a new graph based on the structural identity similarity be-
tween nodes and then follows a similar method to DeepWalk on
the created graph. A very recent method GraphWave [9] makes
use of wavelet diffusion patterns by treating the wavelets from the
heat wavelet diffusion process as distributions.

Table 1: Comparison between our method and existing ones

Paper Time complexity Need retraining Need attributes
[1, 13] - ✓ ✓
[17] O (k2 ( |Vt | + k )) × ✓

[18] O
(
|Vt |

2
)

× ✓

[19] O ( |Vt |k2 + k4) ✓ ×

[14] O ( |Vt |) ✓ ×

Ours O (β ) × ×

DynamicNetworkEmbedding.Most of the aforementioned stud-
ies have focused on static and fixed networks. However, themajority
of real-world networks evolve over time and continuously grow.
New vertices as well as new edges form in a stream fashion. There
are several studies on techniques able to generate embeddings for
dynamic graphs. We compare them with our method in terms of
three aspects in Table 1: for embedding update at time t (1) the
time complexity, (2) whether retraining is needed, and (3) whether
vertex attributes is needed. From Table 1 we observe that the time
complexity of update at time t is O (β ), where β is the average
degree of graph at time t and can be much smaller than |Vt |, the
total number of vertices. Furthermore, the discussion of complexity
in [17–19] is assumes a sparse adjacency matrix sparsity, which our
methods do not require. Our method has closed-form expression
and does not need to re-train the model for embedding updates, and
thus does not depend on convergence during training. Finally, our
method is able to generate embeddings for new vertices without
vertex attributes.

3 PROBLEM FORMULATION
For a streaming graph, we consider new vertices and edges to arrive
every with time interval between t0 + i∆t and time t0 + (i + 1)∆t
for i ∈ {0, 1, ...}, where t0 is the initial time and ∆t is the interval
width. We will use ti as a shorthand of t0 + i∆t . The number of
vertices and their edges that arrive within any ∆t can be arbitrary.
Let Gti = (Vti , Eti ) denote the graph consisting of vertices Vti
and edges Eti formed before time ti . Let ∆Vti and ∆Eti be the
vertices and their edges formed between time ti and ti+1. For any
time ti , adding the vertices ∆Vti and the edges ∆Eti to the graph
Gti leads to the new graph Gti+1 at time ti+1. For example, consider
the “Observed” rectangle in Figure 1. Adding the vertices v4,v5,v6
and their edges (depicted by dashed lines) formed between time t0
and t1 to Gt0 leads to Gt1 . Let f

(ti )
v ∈ Rk be the embedding of vertex

v ∈ Vti , where the embedding dimension k ≪ |Vti |. Then at any
time ti , the collection of embeddings of vertices arrived before ti is
denoted by {f (ti )v }v ∈Vti . Our objective is to generate embeddings
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Figure 1: An illustrated example of the proposed embed-
ding technique for streaming graphs with D = 1. Gray
squares represent unchanged embeddings, blue ones repre-
sent updated embeddings for influenced vertices and orange
ones represent generated embeddings for new vertices. To
be clear, f (t+∆t )v2 = f (t+1)v2 , f (t+∆t )v3 = f (t+2)v3 , f (t+∆t )v4 = f (t+3)v4 ,
f (t+∆t )v5 = f (t+2)v5 , and f (t+∆t )v6 = f (t+3)v6 .

for the new vertices with a real-time, low-complexity and efficient
approach. Now we can formally define the real-time representation
learning problem for streaming graphs as follows, using notations
described in Table 2.

Definition 1. [Streaming graph embedding] Consider a graph
Gt0 = (Vt0 , Et0 ), possibly empty, at initial time t0. Starting from
i = 0, a set of vertices ∆Vti and associated edges ∆Eti form in graph
Gti between time ti and ti+1 and results in a new graph Gti+1 at
time ti . At any time ti+1 with i ∈ N, (1) generate representations
{f (ti+1 )v }v ∈∆Vti for new vertices ∆Vti , and (2) update the representa-

tions {f (ti )v }v ∈Vti to {f
(ti+1 )
v }v ∈Vti for existing verticesVti .

4 METHODS
In this section, we first provide a brief introduction to representa-
tion learning for static graphs based on spectral theory and then
present our model for streaming graphs. We show that our model
belongs to the class of quadratic optimization problem with or-
thogonality constraints, which has no general closed-form solution.
We proposed an approximate solution that has low-complexity,
high efficiency and being real-time. The approximated solution is
composed of three steps: (1) identify vertices influenced most by
the arrival of the new vertices, (2) generate representations of the
new vertices, and (3) adjust the representations of the influenced
vertices. The approximated solution is inspired by the line-search
method on the Stiefel manifold and influence the diffusion process.

4.1 Static Graph Representation Learning
Consider a static graph G = (V, E), whereV = {v1,v2, ..,v |V | }.
Each edge in E is represented by its two ends, i.e., (vi ,vj ). The

Notations Descriptions or Definitions
Gti Graph consisting of vertices and edges formed be-

fore time ti
Vti Vertices formed before time ti
∆Vti Vertices formed between time ti and ti+1
Eti Edges formed before time ti
∆Eti Edges formed between time ti and ti+1
k Embedding dimension
D Depth of influence D = {1, 2, ... }
f (ti )v Rk representation of vertex v at time ti
Ati Adjacency matrix of graph Gti
Dti Diagonal matrix of graph Gti
Lti Laplacian matrix of graph Gti

{λ (ti )j }
|Vti |
j=1 Eigenvalues of D−1ti Lti in ascending order λ1 ≤

λ2 ≤ ... ≤ λ |Vti |
x(ti )j R|Vti | eigenvector corresponding to λj
Iti (m) Set of vertices influenced by vertexm in Gti
p (t+1)
uv Probability that v influences u in graph Gt+1
| · | Cardinality of a set
∥ · ∥ The l2 norm
∥ · ∥F The Frobenius norm
tr ( ·) Trace of a matrix

Table 2: Notations and Symbols.

target of spectral theory based graph representation [20] is to keep
the representations of two vertices close if they are connected, a
reflection of graph homophily. Denote the adjacency matrix of G
by A, where A(i, j ) = 1 when (vi ,vj ) ∈ E and A(i, j ) = 0 other-
wise. For graph G, this target can be modelled as the optimization
problem below:

min
F
L (F) =

1
2

|V |∑
i, j=1

A(i, j )fvi − fvj

2

s .t . F⊤F = Ik×k , (1)

where the matrix of embeddings F ∈ R |V |×k is:

F =
[
(fv1 )

⊤, (fv2 )
⊤, · · · , (fv |V | )

⊤
]⊤ (2)

Denote the diagonal matrix of G by D and denote its element in
the i-th row and j-th column by D(i, j ). Then the Laplacian matrix
L = D − A, where D(i, i ) =

∑ |V |
j=1 A(i, j ) and D(i, j ) = 0 for i , j.

Belkin et al. [21] show that Eq. (1) can be solved by finding the top-
k eigenvectors of the following generalized eigen-problem: Lx =
λDx. Let x1, x2, ..., x |V | be the eigenvectors of the corresponding
eigenvalues 0 = λ1 ≤ λ2 ≤ ... ≤ λ |V | . It is easy to verify that
1 is the only corresponding eigenvector for eigenvalue λ1. Then
the matrix of embeddings can be obtained by F = [x2, x3, ..., xk+1].
The time complexity of calculating F can be as high as O (k |V |2)
without any sparsity assumption [22].

4.2 Dynamic Graph Representation Learning
For simplicity of presentation, our explanation for dynamic graph
representation learning focuses on the case where only one ver-
tex along with part of its edges is added to a graph each time. In
fact, with a solution able to handle a single vertex addition at a
time, the addition of multiple vertices can be solved by sequentially
processing multiple single vertex additions. This is illustrated by
the “Processed” rectangle in Figure 1. Processing the addition of
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{v4,v5,v6} in a batch can be decomposed into the sequential pro-
cessing of adding v4 at t + 1, v5 at t + 2 and v6 at t + 3, where t + i
simply indicates the virtual order of processing and does not have
any practical meaning. Therefore, in below discussion, suppose
initially at time t0 = 1, the graph is empty and starting from t0 = 1,
there is vertex arrival between t and t + 1 for any t ≥ t0. Also
suppose ∆t = 1. Then we denote the single vertex and part of its
edges that arrive at time t by vt and ∆Et , respectively. Then we
have,Vt = {v1,v2, ...,vt−1} and Et =

⋃t−1
i=1 ∆Ei .

To solve the problem defined in Definition 1, we propose an
optimization problem that needs to be solved at time t = 2, 3, .... The
objective function of the optimization problem is designed based on
two key properties of the graph streams: temporal smoothness and
graph homophily. First, since only one vertex and its edges arrive
per time, the dynamic graph will evolve smoothly, most of the
representations of the same vertices at two consecutive time steps
should be close. This property is referred to as temporal smoothness.
This property has also been observed and shown to be helpful to
improve representation performance in [13]. Suppose that we are
at time t + 1. Then, this property can be modeled by minimizing
the following objective function at any time t + 1:

L
(t+1)
s (Ft+1) : =

∑
vi ∈Vt

f
(t+1)
vi − f (t )vi


2
, (3)

which is the sum of squared ℓ2-norm representation difference for
the same vertices in two consecutive graph snapshots Gt and Gt+1.

Second, the target of representation learning suggests that con-
nected vertices should be embedded to close points in the latent rep-
resentation space. This property is referred to as graph homophily.
This property has been reflected in the objective function and con-
straints of the optimization in Eq. (1). Thus, they should be kept
for the new graph Gt+1. Formally, this property can be modeled by
minimizing the following objective function at time t + 1:

L
(t+1)
h (Ft+1) :=

1
2

|Vt+1 |∑
i, j=1

At+1 (i, j )
f

(t+1)
vi − f (t+1)vj


2
. (4)

To take into account these two properties, we include both
L

(t+1)
s and L (t+1)

h in the final objective function and retain the
constraint given in Eq. (1). The optimization problem to solve at
time t + 1 can be summarized as follows.

min
Ft+1
L (t+1) (Ft+1) = γ

(t+1)
s L

(t+1)
s (Ft+1) + γ

(t+1)
h L

(t+1)
h (Ft+1)

(5)
s .t . F⊤t+1Ft+1 = Ik×k ,

where, the matrix of embeddings Ft+1 ∈ R |Vt+1 |×k and γ (t+1)s =

1/|Vt+1 | and γ (t+1)h = 1/(4|Et+1 |) are trade-off terms for the tem-
poral smoothness loss functions L (t+1)

s and graph homophily loss
function L (t+1)

h . It is straightforward to observe that L (t+1)
h (Ft+1)

is convex in Ft+1. Since L (t+1)
s (Ft+1) can be expressed by

L
(t+1)
s (Ft+1) =

∑
vi ∈Vt

f
(t+1)
vi − f (t )vi


2
=
Jt+1Ft+1 − Ft


2
F

(6)

= tr
((
Jt+1Ft+1 − Ft )⊤ (Jt+1Ft+1 − Ft

))
,

where Jt+1 ∈ R |Vt |× |Vt+1 | is:

Jt+1 :=



1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .

...
...

0 0 . . . 1 0

 |Vt |× |Vt+1 |

, (7)

L
(t+1)
s (Ft+1) is also convex. Therefore L (t+1) (Ft+1) the objective

function in Eq. (5) is convex in Ft+1.
Since the constraints in Eq. (5) are orthogonality constraints,

the optimization problem to solve is a general formed quadratic
optimization problem under orthogonality constraints. The space
defined by the orthogonal constraints is Stiefel manifold. The prob-
lem with such format has been widely studied and concluded with
no closed-form solution. The state-of-the-art solution is to learn the
solution through Riemann gradient approach [23] or line-search
method on the Stiefel manifold [24], whose convergence analysis
has attracted extensive research attention very recently. However,
they are not suitable for streaming setting, because waiting for con-
vergence brings in time uncertainty and gradient-based methods
possess unsatisfied time complexity.

4.3 Approximated Algorithm in Graph Streams
Motivated by the aforementioned limitations, we propose an ap-
proximated solution that satisfies the low-complexity, efficiency
and real-time requirement in a streaming setting. The proposed
approximated solution is inspired by an observation of the line-
search method. The basic idea of the line-search method for the
optimization problem is to search the optimal solution in the tan-
gent space of the Stiefel manifold. We observed that the line-search
method based on the polar decomposition-based retraction updates
the representation of a vertex through a linear summation of other
representations in iterations [24]. In our problem, that means:

F(i+1)t+1 =
(
F(i )t+1 + αi Γ

(i )
) [
Ik×k + α

2
i (Γ

(i ) )⊤Γ (i )
]−1/2

, (8)

where αi is the step size, Γ (i ) is the search direction in the tangent
space of the Stiefel manifold at iteration i , and F(i )t+1 is the matrix of
embedding at iteration i . This inspires us to generate new embed-
ding for a vertex from a linear summation of original embedding for
other vertices. Meanwhile, the temporal smoothness in the problem
indicates that the embeddings of most vertices would not change
a lot. Therefore, to reduce the summation complexity, in the ap-
proximated solution, we propose to only update the embeddings of
vertices that are influenced by the new vertex. We summarize the
steps of the approximated solution as follows: (1) identify vertices
influenced most by the arrival of the new vertices, (2) generate
embeddings of the new vertex, and (3) adjust the embeddings of
the influenced vertices.

The task for the first step can be summarized as: given a vertex,
identify the set of vertices that are influenced by it. Similar problems
have been widely discussed in the field “influence propagation” and
“information diffusion” (see [25] for a survey). A marriage between
this field and graph representation learning has been shown very
successful in a few recent works [9, 26] for static graphs. Therefore,
we apply the Weighted Independent Cascade Model (WICM), one
of the most widely used models in this field, to model the influence
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spread. Suppose the influence is spread through multiple rounds
when vertex v first becomes influenced at round j, it is given a
single chance to influence a currently uninfluenced neighbor u at
round j + 1. It succeeds with a probability p (t+1)uv . The outcome is
independent of the history and of v’s influence to other vertices.
p
(t+1)
uv is the probability that v influences u in graph Gt+1 and can
be estimated through

p
(t+1)
uv := 1∑

i ∈Vt+1 At+1 (i,u)
, (9)

where the denominator is the in-degree of vertex u in graph Gt+1.
If u has multiple already-influenced neighbors other than v , their
attempts are sequenced in an arbitrary order. The new influenced
vertices will also have a single chance to influence their neighbors
in next round. Denote by D total number of rounds determined by
us. The set of influence vertices is determined using Algorithm 1.

Algorithm 1: Influenced vertices identification
Input: Graph Gt+1, influenced rounds D, new vertex vt
Output: It+1 (vt ) set of vertices influenced by new vertex vt

1 k = 0, Rk = {vt };
2 while k ≤ D do
3 k = k + 1, Rk+1 = ∅, It+1 (vt ) = ∅;
4 for v ∈ Rk do
5 for u ∈ Nt+1 (v ) do
6 Draw r ∼ Bernoulli (puv );
7 if r = 1 then
8 Rk+1 = Rk+1

⋃
{u};

9 end
10 end
11 end
12 It+1 (vt ) = It+1 (vt )

⋃
Rk+1;

13 end
14 return It+1 (vt )

There are two benefits in computing It+1 (vt ) using Algorithm 1.
First, by adjusting the value ofD we can control the time complexity.
When D = 1, Algorithm 1 will stop after all neighbors of vt are
visited. This is where O (β ) comes from. Second, the influence from
new vertex vt is not equal among already-arrived vertices. It is
reasonable to hope the representation of a vertex influenced less
by vt has a smaller chance to be updated than those influenced
more by vt . This has already been handled by WICM. Compared to
vertices close to thevt , those far-away are less likely to be included
in It+1 (vt ) because to be included, all the outcomes in line 7 of
Algorithm 1 must be 1 along an influence spreading path. We also
note that It+1 (vt ) can be stored and thus computed incrementally.
All these benefits enable high efficiency in the streaming setting.

After identifying influenced vertices, following the idea inspired
by the line-search method, we generate the embedding for a new
vertex through a linear summation of the influenced vertices’ em-
beddings and adjust the original embeddings of influenced vertices.
This is detailed in Algorithm 2. The quantity αt+1 is determined in
a way that the orthogonal constraints in Eq. (5) are satisfied:

αt+1 := 1 −
√
1 − 1/|It+1 (vt ) |. (10)

Algorithm 2: Representation generation and update
Input: Graph Gt , newly arrived vertex vt , newly arrived

edges ∆Et , matrix of embeddings Ft
Output: Updated matrix of embeddings Ft+1

1 Update graph:Vt+1 ←Vt ∪ {vt } and Et+1 ← Et ∪ ∆Et ;
2 Calculate representation for new vertex vt by:

3 f (t+1)vt =
1

|It+1 (vt ) |
∑
u ∈It+1 (vt ) f

(t )
u ;

4 Adjust representations for already-arrived vertices:
5 for u ∈ Vt do

6 f (t+1)u =



f (t )u − αt+1f
(t+1)
vt u ∈ It+1 (vt )

f (t )u o.w .

7 end
8 return Ft+1

Algorithm 2 ensures that the embedding of a vertex is generated
when it arrives and will be updated when it is influenced by some
vertices that come after it. That makes a connection between ver-
tices that arrive at different orders and preserves the temporal
pattern in later update. Since the algorithm will only update the em-
beddings of influenced vertices, different from those solutions that
suffer time uncertainty from retraining, the proposed algorithm
guarantees to output Ft+1 after |It+1 (vt ) | operations. Therefore, the
time complexity of Algorithm 2 is O

(
|It+1 (vt ) |

)
and is expected

to have small variance in running time. The value of |It+1 (vt ) |
can be controlled through changing value of D. Thus this algo-
rithm enables trade-off between complexity and performance in
the streaming setting. As discussed in Section 2, it can be as low as
O (β ) with β denoting the average degree of the graph and D = 1.

5 EXPERIMENTS
In this section, we conduct experiments of both multi-class vertex
classification and network clustering on five data sets to evaluate
the effectiveness and efficiency of the proposed method. We use the
indices of vertices as their arriving order and generate their arrived
edges at each time randomly to model the streaming scenario. We
evaluate our method in terms of the performance of the learning
tasks and the running time to generate vertex embeddings. The
experiments are structured to answer the following questions:
• Effectiveness: compared to state-of-the-art retraining based ap-
proaches, how does the proposed approach perform in supervised
learning and unsupervised learning in the streaming setting?
• Efficiency: compared to state-of-the-art retraining based approaches,
how fast is the proposed solution able to generate new embeddings?
• Scalability and stability: how stable and scalable is the proposed
solution in different-scale networks?

5.1 Data Sets
We use the following five real data sets to validate the propose
framework. All of them are publicly available and have been widely
used in previous research of static and dynamic graph embedding.
The statistics of the datasets are summarized in Table 3.
• Blogwas collected from the BlogCatalogwebsite, whichmanages
bloggers and their posted blogs. Bloggers follow each other to form
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network edges. Bloggers categorize their blogs under predefined
classes, which are taken as the ground truth of class labels.
• CiteSeer is a literature citation network for the selected papers
indexed in CiteSeer. Papers are considered as vertices. The paper
citation relations are considered as the links in the network and
papers are classified into the following six classes: Agents, Artificial
Intelligence, Database, Information Retrieval, Machine Learning
and Human-Computer Interaction.
• Cora also represents a citation network, whose vertices represent
publications from 7 classes: Case Based, Genetic Algorithms, Neural
Networks, Probabilistic Methods, Reinforcement Learning, Rule
Learning, and Theory. Each link is a citation relationship between
the two publications.
• Flickr was collected from Flickr, an image sharing website host-
ing images uploaded by users. Users in Flickr interact with others
to form edges. User can subscribe different interest groups, which
correspond to the class labels. The interest groups, for instance, are
“black and white photos".
• Wiki contains 2,405 documents from 17 classes and 17,981 links
between them.

Table 3: Dataset statistics

Dataset # of vertices # of edges # of classes
Blog 5,196 171,743 6

CiteSeer 3,312 4,732 6
Cora 2,708 5,429 7
Flickr 7,575 239,738 9
Wiki 2,405 17,981 17

5.2 Comparison with Baseline Methods
We compare our approach with the following four graph embedding
algorithms. Since they are designed for static graph embedding, the
retraining based utility of them has achieved similar performance in
graph embedding tasks for dynamic graphs compared to dynamic
methods. Many studies on dynamic graph embedding have used
them as baseline methods. For instance, node2vec in [19, 27–29],
NetMF in [17, 19], DeepWalk in [17, 19, 29]. Except for those al-
ready tested in existing works, we also compare our solution with
a new framework struct2vec. For each baseline, a combination of
their hyper parameters are tested and the one achieving the best
performance is reported as their performance. To be fair, our solu-
tion use the same values for the shared hyper parameters. In the
following, we refer to “walk length" aswl , “window size" asws , and
representation dimensions as d . The values of hyper parameters
for baselines are obtained through grid search of different combi-
nations: d ∈ {10, 20, ..., 200},wl ∈ {10, 20, 30, 40},ws ∈ {3, 5, 7, 10}.
where the finally chosen values are d = 90,wl = 10,ws = 7.
• NetMF [30] obtains graph embeddings through explicitly factor-
izing the closed-form matrices It has been shown to outperform
LINE [5] on several benchmark data sets.
• DeepWalk [7] learns graph embeddings by preserving higher-
order structural proximity between vertices in the latent space. A
pair of vertices are considered similar if they are close in truncated
random walks.
• node2vec is equipped with biased random walk to provide a
trade-off between BFS and DFS. Compared to DeepWalk, it has a

more flexible strategy to explore neighborhoods. The ranges of its
unique hyper parameters are experimented with: p ∈ {0.5, 1, 1.5, 2},
and q ∈ {0.5, 1, 1.5, 2}, where p = 1, q = 1 and the number of walks
is 10 are finally reported.
• struct2vec [8] learns embeddings by preserving the structural
similarities between vertices in the embedded space, where a hi-
erarchical multi-layer graph is used to encode vertex structural
similarities at different scales.
5.3 Supervised Tasks - Vertex Classification
To evaluate the effectiveness of the proposed model, we first com-
pare the performance of ourmethodwith different baselinemethods
on the vertex classification task. The vertex embeddings are fed
into a one-vs-rest logistic regression classifier with L2 regulariza-
tion. In our context, the training percentage (say 20%) specifies an
initial portion of arriving vertices for which the offline spectral
theory based method in (1) to generate the initial embeddings and
then follow Algorithm 2 to learn embeddings for vertices arriving
thereafter. For a vertex that arrives in the testing phase, only its
embedding obtained upon arrival is used in testing, although later
this may be updated, e.g., when there is arrival of its neighbors. As
comparison, baseline methods are retrained on all already arrived
vertices to generate embeddings for new vertices. Correspondingly,
the classifier for the our method will be trained on the embeddings
for the first 20% arrived vertices and tested on the remaining 80%
arrived vertices. In other words, the classifiers, the baseline meth-
ods and the proposed method must be trained and tested on same
percentage split of arrival vertices.

5.3.1 Discussion of Effectiveness. We use Micro-F1 and Macro-F1
as the evaluation metrics. Figure 2 and Figure 3 compare the Macro-
F1 and Micro-F1 performance in testing, respectively, with varying
percentages of data used for training. We observe that overall, the
performance of both the proposedmethod and the baseline methods
improves as the percentage of training increases. This is because as
the larger percentage of data is used for training, the embeddings
obtained by the proposed methods and retraining based baseline
methods are more similar to those by static methods. It can be
also observed that our solution achieves almost the same or even
slightly better Micro-F1 and Macro-F1 under varying percentages.
For example, on CiteSeer, Cora and Wiki data set, our method
slightly outperforms baseline methods for most percentages. On
Blog and Flickr data set, our method achieves almost the same
Micro-F1 and Macro-F1 for most percentages.

The observation that retraining based baseline methods some-
times are slightly worse than the proposed method indicates that
when a graph is highly incomplete, embeddings generated by re-
training based baseline methods that considered global structural
information may not be as reliable as the proposed method that
only considers local updates. This is because the global informa-
tion baseline methods are highly biased particularly when only a
small proportion of the whole graph has arrived. This effect slightly
degrades the baseline performance in some cases.

5.3.2 Discussion of Efficiency. We empirically evaluate the run-
ning times of different methods in Figure 4. Note that the y-axis
is in log scale. The running times for the proposed method count
both the times to generate training vertices and testing vertices.
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Figure 2: Comparison of vertex multi-class classification performance in Macro-F1 with D = 1.
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Figure 3: Comparison of vertex multi-class classification performance in Micro-F1 with D = 1.
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Figure 4: Comparison of running time in seconds (I-Ours, II-DeepWalk, III-Node2Vec, IV-Struct2Vec, V-NetMF).

Table 4: Comparison of performance on clustering %

Blog CiteSeer Wiki Cora Flickr
Completeness NMI Completeness NMI Completeness NMI Completeness NMI Completeness NMI

Ours 16.48 26.71 16.48 22.46 16.48 26.71 34.50 34.62 16.53 20.44
DeepWalk 17.77 20.01 17.77 20.01 11.78 11.72 34.62 34.30 16.46 17.31
netMF 0.55 0.67 0.25 0.27 6.85 7.17 6.99 7.49 1.91 2.05
node2vec 16.78 22.93 17.55 22.93 16.60 27.77 31.77 31.60 15.82 21.65
struct2vec 4.35 6.44 2.34 2.44 3.57 4.74 9.80 7.94 7.23 8.04

Since the variation of training percentages influence the running
times, we collect running times over all training percentages. The
running times for the baseline methods count the times to gener-
ate embeddings for all vertices. We observe that, in general when
same number of embeddings are generated, the running time of
our solution is much smaller. If we compare them under gener-
ation at each t , the running time of our solution will be further
shorter because our method has lower time complexity as discussed
in Section 2. Meanwhile, along with the statistics in Table 3, we
note the increased running times of the proposed method is not as
large as other baseline methods when the network size increases.

That empirically demonstrates scalability of the proposed method.
This is because that all retraining baseline methods need to wait
for convergence of retraining, whose uncertainty increases as the
network size increases, while our method only need to update over
its neighbors and guarantee to stop after certain steps.
5.4 Unsupervised Tasks - Network Clustering
Next, we assess the effectiveness of different vertex representations
on an unsupervised learning task - network clustering. Since the
variation of training percentages influence the performance, we
compare the average clustering performance over all training per-
centages. We use the same embeddings used in vertex classification
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task. Thus our method’s running time is also illustrated in Figure 4.
We perform K-means clustering based on the embeddings gener-
ated by our method and different baselines. K is chosen to equal
the number of classes in each data set. K-means algorithm is re-
peated 10 times and the average results are reported since K-means
may converge to the local minima due to different initialization.
We use normalized mutual information (NMI) and completeness
score as the performance metrics. They help quantify how close
the clustering results are to the ground-truth class belongings. The
computation of the two evaluation metrics can be expressed below:

NMI := 2I (C;K )

H (C ) + H (K )
, Completeness := 1 − H (K |C )

H (K )
,

where C denotes the class assignment, K denotes the clustering
assignment, I (X ;Y ) = ∑y∈Y ∑x ∈X p (x ,y)loдp (x ,y)/p (x )p (y) is
the mutual information between random variable X and Y and
H (X ) = −

∑
x ∈X p (x )loдp (x ) is the entropy. The results are sum-

marized in Table 4. Again it can be seen that our method achieves
comparable or slightly better performance. For example, ourmethod
achieves slightly better performance on Cora and Flickr. As a re-
minder, Flickr network is the largest among all. Please refer Section
5.3.1 for discussion of the reasons.

6 CONCLUDING REMARKS
We proposed an efficient online representation learning framework
for graph streams, in which new vertices and edges arrive as a
stream. The framework is inspired by incrementally approximating
the solution to a constructed constrained optimization problem,
which preserves temporal smoothness and structural proximity in
resultant representations. Our approximating solution has closed
form, high efficiency, and low complexity, and remains feasible
under orthogonality constraints. To validate the effectiveness of
our model and learning algorithm, we conducted experiments on
five real-world networks for both supervised and unsupervised
learning tasks (multi-class classification and clustering) with four
baseline methods. Experimental results demonstrate that compared
with several state-of-the-art techniques, our approach achieves
comparable performance to that of retraining the entire graph with
substantially less running time.
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